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Abstract

In this paper we develop asymptotic theory for a similarity-based spatial autoregressive (SAR)
model. The model is hybrid in the terminology of Gilboa et al. (2006), with the data generating
process for a dependent variable yi containing a rule-based linear component, such as β′

0zi for some
exogenous observables zi, and a case-based term with a similarity structure. The weight of the
similarity structure is allowed to vary in the unit interval and to be estimated explicitly. We prove
consistency of the quasi-maximum-likelihood estimator and derive its limit distribution. This paper
contributes to the literature on SAR and empirical similarity by incorporating a regression-type
component in the data generating process, by allowing the similarity structure to accommodate
non-ordered data and by estimating explicitly the weight of the similarity, allowing it to be equal
to unity. The model we consider is formally similar to a standard SAR model with exogenous
regressors and a data-driven weight matrix which depends on a finite set of parameters that have to
be estimated. Our setup accommodates strong forms of cross-sectional correlation that are normally
ruled out in the standard literature on spatial autoregressions, and also includes as special cases the
random walk with a drift model, the local to unit root model (LUR) with a drift and the model for
moderate integration with a drift.

Keywords: Spatial Autoregression; Similarity Function; Weight Matrix; Quasi-Maximum-Likelihood.
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1 Introduction

We consider the model

y1 = β′0z1 + ε1, (1.1)
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yi = β′0zi + λ0

n
∑

j=1
j 6=i

hi,jyj + εi, i = 2, ..., n, (1.2)

where εi, i = 1, ...., n, are i.i.d. random variables with zero mean and variance σ20, zi is the transpose

of the i−th row of an exogenous n×m matrix Z of standard covariates, which may include a column

of ones,

hi,j =
s (xi, xj ;w0)

∑

j 6=i s (xi, xj ;w0)
, (1.3)

with s (xi, xj ;w0) being a similarity function which belongs to R+ and xi, xj being the transpose of

i− th and j−th rows, respectively, of an n× k matrix X of fixed explanatory variables. The model is

spatial except that, unlike the way it is formulated in the vast literature, the weights, hi,j , are driven

by some explanatory variables and parameterized by w0 that needs to be estimated alongside the other

parameters of the model. Moreover, the weights are similarity based.

Examples of well-defined similarity functions are given by the exponential and inverse similarity

functions, viz.,

s (xi, xj ;w0) = exp

(

−
k
∑

t=1

w0t (xit − xjt)
2

)

(1.4)

and

s (xi, xj ;w0) =
1

1 +
∑k

t=1w0t (xit − xjt)
2
, (1.5)

respectively. In both formulations as well as in others, the closer are the ith and the jth cases, through

the xi and xj values, the larger will be the the value of hij and as a consequence, the larger will be

the weight assigned to yj in (1.2). It is a similarity model in this sense then - more similar cases result

in larger weights attributed to yj in the construction of yi. In contrast, in most of the literature on

spatial autoregression the weights are determined a priori and are fixed.

The unknown parameters of the full model in (1.2) are the scalar λ0 ∈ [−1, 1], the k × 1 vector

w0 = (w10, ...., wk0)
′, which is assumed to belong to a subset of Rk

+, them×1 vector β0 and σ
2
0, assumed

to belong to suitable subsets of R+ and R
m, respectively. Note that the possibility that λ0 = 1 is not

negated. The “initial” condition in (1.1) is analogous to the requirement that a process starts from the

origin in the time series literature, when β0 = 0.

The model (1.2) contains two parts. In the literature on similarity based modeling, originally

axiomatized by Gilboa et. al. (2006), the model is hybrid, with a ‘rule based’ component, β′0zi, and

a ‘case-based’ counterpart,
∑n

j=1,j 6=i hi,jy. When λ0 = 1 and β0 = 0 a priori, model (1.2) represents

an extension to the spatial setting of the similarity process, whose asymptotic properties have been

established in Lieberman (2010), in the case where the data is ordered, so that the sum in (1.2) extends

over j < i.
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The literature on models such as (1.2) has propagated along two separate paths over the years.

The much larger body of literature on SAR modeling includes, just to mention a few contributions,

Lee (2004), who established asymptotic theory for the (quasi-) maximum likelihood estimator (QMLE,

henceforth), two-stage least squares theory, by Kelejian and Prucha (1998), generalized method of mo-

ments theory, by Kelejian and Prucha (1999), higher order SAR, by Gupta and Robinson (2015, 2018),

and many more. Most of the theoretical work on standard SAR models rely on a conventional number

of technical assumptions, including the spatial parameter lying typically in (−1, 1) or, equivalently, in

the interior of a compact subset that depends on the eigenvalues of the weight matrix (e.g. Kelejian

and Prucha (2010)), and a suitably normalized weight matrix which is known a priori. Also, although

several definitions of weak/strong spatial dependence are given in the literature (e.g. Robinson (2011),

Chudik and Pesaran (2015) and Bailey et al. (2016)), standard SAR assumptions imply that the largest

eigenvalue of the variance-covariance matrix of the dependent variable is bounded, such that every form

of strong dependence is automatically ruled out. Related to the purpose of this project, Lee and Yu

(2013) offered some insight on asymptotic theory for QMLE in SAR models with a spatial parameter

that is local-to unity, under the condition that the weight matrix is diagonalizable, which rules out

the LUR model of Phillips (1987) and Chan and Wei (1987). In this line of literature, Baltagi et. al.

(2013) derived asymptotic theory for ordinary least squares and generalized least squares estimators

for a cross-sectional model with SAR errors with spatial parameter that tends to unity as sample size

increases.

On the other hand, the literature on similarity based models, include, inter alia, Gilboa et. al.

(2010, 2011), Gayer et. al. (2007), Lieberman (2012), Lieberman and Phillips (2014) Gayer et. al.

(2019), Kapetanios et. al. (2013), and Teitelbaum (2013). Recently, Rossi and Lieberman (2021,

henceforth, RL) made the first attempt to bridge the two streams of literature, when they considered

a special case of (1.2) with β0 = 0. The more general setup with β0 6= 0 corresponds to a hybrid model

that includes a rule-based component, as discussed above, it poses some interesting technical challenges

and the results in this case are very different from the β0 = 0 case.

In this paper we focus on developing the asymptotic theory for inference on

θ0 = (β′0, σ
2
0, λ0, w10, ...., wk0)

′

in model (1.2). The setup is sufficiently general to include as special cases the random walk with a

drift model, the local to unit root model (Chan and Wei (1987), Phillips (1987), henceforth, LUR),

moderate deviations from a unit root model (Phillips and Magdalinos, (2007), henceforth, MI), and

standard SAR models, as in Lee (2004). As the norming rates for the asymptotic theory are very

different across the special cases, we employ random norming that treats all scenarios in a uniform

manner. For instance, our random norming collapses to the well known n3/2-rate for the QMLE of λ0
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in the random walk with a drift model (see, for instance, Hamilton (1994, equation (17.4.47)).

The plan for the rest of the paper is as follows. In Section 2 we provide the setup, assumptions, and

identification and consistency of the model parameters. The limit distribution follows in Section 3 and

discussion follows in Section 4. Concluding remarks are given in Section 5. Supplementary lemmas

and all proofs are provided in the Appendix.

2 Setup, Assumptions, Identification and Consistency

For any generic p × q matrix A, we denote by aij its (i, j)−th element and by ai the transpose of its

i−th row. Also bij denotes the (i, j)−th elements of B−1 for any generic, square, invertible matrix

B. Furthermore, || · ||, || · ||∞, and || · ||F represent spectral, uniform absolute row sum and Frobenius

norms, respectively, A′ is the transpose of A, and K > 0 is an arbitrary finite constant whose value

may change in each location. For a generic square matrix, ηmin(B) and ηmax(B) denote minimum and

maximum eigenvalues of B, respectively, while |B| indicates the determinant of B. Throughout, the

subscript (·)0 indicates true values, or quantities evaluated at the true parameters’ values, while the

absence of such subscript denotes parameters that are free to vary within the parameters’ space or

quantities evaluated at generic values of the parameters.

Model (1.2) can be written in matrix form as

Sn0yn = Znβ0 + εn, (2.1)

where

Sn0 = Sn(λ0, w0) =













1 0 · · · 0

−λ0h2,1 1 · · · −λ0h2,n
· · · · · ·

−λ0hn,1 −λ0hn,2 · · · 1













= I − λ0Cn(λ0, w0) = I − λ0Cn0. (2.2)

In (2.1), as well as in (1.2), y = yn, ε = εn, X = Xn, Z = Zn, C0 = Cn0 and S0 = Sn0 are, in general,

triangular arrays, but we omit the subscript n in the sequel for brevity. This means, in particular, that

hi,j = hi,j,n, for i, j = 1, ...., n.

The reduced form of the model (2.1) is

y = S−1
0 (Zβ0 + ε) , (2.3)

provided that S−1
0 exists. For |λ0| < 1 and for given w0, under the well-known condition known as
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“weak dependence”, e.g. Kelejian and Prucha (1998),

sup
Θ

(

||S−1||∞ + ||S−1′||∞
)

< K, (2.4)

model (2.1) formally corresponds to a SAR model with exogenous regressors, and the theory for devel-

oping inference on λ0 is well established under some suitable additional conditions.

We introduce the following Assumptions.

Assumption 1 For all n and for i = 1, . . . , n, the {ǫi} are a set of independent random variables, with

mean zero and unknown variances σ2 > 0. In addition, for some δ > 0,

E|ǫi|4+δ ≤ K for i = 1, ...., n.

Assumption 2 There exists σ2L > 0, σ2H < ∞ and wH < ∞ such that σ2L < σ20 < σ2H and, for all

i = 1, ..., k, 0 ≤ wi0 < wH . Also, −1 ≤ λ0 ≤ 1 and λ0 6= 01.

Assumption 3 The matrix X is allowed to lie in the set of all n× k non-random, real matrices such

that for all sufficiently large n

S′S 6= S′
0S0 for θ 6= θ0. (2.5)

Assumption 4 For all n, S0 is non singular and 0 < |(S′S)−1| < K for all θ ∈ Θ.

Assumption 5 For all n, S′S has bounded and continuous derivatives, uniformly in θ2 ∈ Θ2.

Let Cr = Cr(w1, ...., wk) =
∂C(w1,....,wk)

∂wr
for r = 1, ...., k.

Assumption 6

a) sup
θ∈Θ

(||C(θ)||∞ + ||C ′(θ)||∞) ≤ K.

b) sup
θ∈Θ

(||Cr(θ)||∞ + ||C ′
r(θ)||∞) ≤ K

Assumptions 1-6 have been discussed extensively in RL in the context of a simpler model that does not

include β′0zi in (1.2). In particular, the first part of Assumption 4 guarantees that the reduced form in

(2.3), while the second part ensures that the log-likelihood function remains well defined for all θ ∈ Θ.

In the following we impose a condition on the covariates Z.

Assumption 7 For all n, each element zij of Z (n ×m) is non-random and |zij | < K. Also, for all

1In case λ0 = 0 we are not able to identify w10, ....., wk0.
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sufficiently large n,

0 < c < ηmin

(

Z ′Z
n

)

, (2.6)

where c is any arbitrarily small constant.

Assumption 7 could be relaxed to strictly exogenous zij with fairly minor modifications. We also

impose an asymptotic no-collinearity condition similar to that of, e.g., Lee (2004).

Assumption 8

lim
n→∞

1

n||S−1
0 ||2∞

β′0Z
′S−1′

0 C ′
0MZC0S

−1
0 Zβ0 > 0,

lim
n→∞

1

n||S−1
0 ||2∞

β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0 > 0 for S 6= ±S0,

lim
n→∞

1

n||S−1
0 ||2∞

β′0Z
′S−1′

0 S−1
0 Zβ0 > 0. (2.7)

By Lemmas 1 and 4(a), β′0Z
′S−1′

0 C ′
0MZC0S

−1
0 Zβ0 = O(n||S−1

0 ||2∞), β′0Z
′S−1′

0 C ′
0MZC0S

−1
0 Zβ0 = O(n||S−1

0 ||2∞)

and β′0Z
′S−1′

0 S−1
0 Zβ0 = O(n||S−1

0 ||2∞) and are non-negative. Our Assumption 8 is similar to Assump-

tion 8 of Lee (2004) and implies that the aforementioned rates are exact.

As in RL, we aim to consistently estimate θ via a quasi-maximum-likelihood (QML) function that

allows us to accommodate

sup
Θ

||S−1||∞ = O(nγ), γ ∈ [0, 1] (2.8)

within a unified framework. The case γ = 0 corresponds to the standard SAR setup, while in case

γ > 0, the condition in (2.4) does not hold and standard limit theory for SAR models is not available.

We furthermore assume ||S−1′||∞ = O(||S−1||∞) such that, in case = (||S−1||∞) = O(nγ) with γ > 0,

||S−1′||∞ could be bounded or increasing without bound. By allowing γ > 0 we relax the standard

assumption of weak dependence across y and we are also allowing yi, for i = 1, ...., n, to have a

variance that increases with sample size, as in unit root models, since it is straightforward to see that

V ar(yi) = O(||S−1||∞).

Let θ = (β′, σ2, λ, w′)′ = (θ′1, θ
′
2)

′, with θ1 =
(

β′, σ2
)′

and θ2 = (λ,w′)′. Given y, and letting

S = S(θ2) we define the shifted, normalized and negative pseudo-log-likelihood function as

L(θ) = log
(

σ2
)

− 2

n
log |S|+ (Sy − Zβ)′ (Sy − Zβ)

nσ2
− log

(

y′y
n

)

(2.9)

and θ̂ = argmin
θ∈Θ

L(θ). The shifting term − log (y′y/n) is introduced to allow us to accommodate both

γ = 0 and γ > 0 cases, without affecting argminL(θ), where γ is defined in (2.8).

Given θ2, we obtain

β̂(θ2) = β̂ =
(

Z ′Z
)−1

Z ′Sy (2.10)
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and as
(

Sy − Zβ̂
)′ (

Sy − Zβ̂
)

= y′S′MZSy,

with

MZ = I − Z
(

Z ′Z
)−1

Z ′,

we have

σ̂2 = σ̂2 (θ2) =
y′S′MZSy

n
. (2.11)

We remark that σ̂2 is the estimator used in equation (2.6) of Lee (2004). Let

σ̂∗2 = σ̂∗2 (θ2) =
y′S′MZSy

y′y
. (2.12)

Plugging (2.10) and (2.11) into (2.9), the profile, shifted, quasi-log-likelihood is equal to

Lp(θ2) = log
(

σ̂2
)

− 2

n
log |S|+ y′S′MZSy

nσ̂2
− log

(

y′y
n

)

, (2.13)

which, up to constant terms becomes

Lp(θ2) = log

(

y′S′MZSy

y′y

)

− 2

n
log |S| = log

(

σ̂∗2
)

− 2

n
log |S| . (2.14)

The QML estimator of θ20 is defined to be θ̂2 = argmin
θ2∈Θ2

Lp(θ2).

From (2.3), the numerator and denominator of (2.12) can be written respectively as

y′S′MZSy = ǫ′S−1′
0 S′MZSS

−1
0 ǫ+ β′0Z

′S−1′
0 S′MZSS

−1
0 Zβ0 + 2β′0Z

′S−1′
0 S′MZSS

−1
0 ǫ (2.15)

and

y′y = ǫ′S−1′
0 S−1

0 ǫ+ β′0Z
′S−1′

0 S−1
0 Zβ0 + 2β′0Z

′S−1′
0 S−1

0 ǫ. (2.16)

From Lemma 1, ‖S′MZS‖∞ < K and thus, by Lemma 2(b) the first term on the rhs of (2.15) is

Op

(

n
∥

∥S−1
∥

∥

∞
)

and by Lemma 4 the second and third terms on the rhs of (2.15) are Op

(

n
∥

∥S−1
∥

∥

2

∞

)

and Op

(√
n
∥

∥S−1
∥

∥

2

∞

)

, respectively. Therefore, (2.15) becomes

y′S′MZSy = ǫ′S−1′
0 S′MZSS

−1
0 ǫ+ β′0Z

′S−1′
0 S′MZSS

−1
0 Zβ0 +Op

(√
n
)

= Op (n) , if γ = 0 (2.17)

and if 0 < γ ≤ 1,

y′S′MZSy = β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0 +Op

(

max
(

n
∥

∥S−1
∥

∥

∞ ,
√
n
∥

∥S−1
∥

∥

2

∞

))

= Op

(

n
∥

∥S−1
∥

∥

2

∞

)

.

(2.18)
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Similarly, by Lemmas 2(b) and 4, (2.16) satisfy

y′y = ǫ′S−1′
0 S−1

0 ǫ+ β′0Z
′S−1′

0 S−1
0 Zβ0 +Op

(√
n
)

= Op (n) , if γ = 0 (2.19)

and

y′y = β′0Z
′S−1′

0 S−1
0 Zβ0 +Op

(

max
(

n
∥

∥S−1
∥

∥

∞ ,
√
n
∥

∥S−1
∥

∥

2

∞

))

= Op

(

n
∥

∥S−1
∥

∥

2

∞

)

, if 0 < γ ≤ 1.

(2.20)

More concisely,

y′S′MZSy = Op

(

n
∥

∥S−1
∥

∥

2

∞

)

= Op(n
1+2γ) and y′y = Op

(

n
∥

∥S−1
∥

∥

2

∞

)

= Op(n
1+2γ), ∀γ ∈ [0, 1] .

(2.21)

Moreover, in view of (2.15) and as MZZ = 0,

y′S′
0MZS0y = ǫ′S−1′

0 S′
0MZS0S

−1
0 ǫ+ β′0Z

′S−1′
0 S′

0MZS0S
−1
0 Zβ0 + 2β′0Z

′S−1′
0 S′

0MZS0S
−1
0 ǫ

= ǫ′MZǫ

and we have,

ǫ′MZǫ ≤ ǫ′ǫ ‖MZ‖ = ǫ′ǫ = Op (n) .

It follows that

y′S′
0MZS0y = ǫ′MZǫ = Op (n) , (2.22)

and it is emphasized that the rate holds in (2.22) for 0 ≤ γ ≤ 1, whereas for S 6= S0 it follows from

(2.21) that y′S′MZSy = Op

(

n1+2γ
)

.

In view of (2.12) and (2.21), σ̂∗2(θ2) = Op (1), ∀γ ∈ [0, 1]. We further define

σ̃∗2(θ2) = p lim
n→∞

(

σ̂∗2(θ2)
)

. (2.23)

In order to ensure existence of the limit objective function and to be able to establish consistency of

θ̂2, we introduce the following assumption.

Assumption 9

σ̃∗(θ2) = p lim
n→∞

σ̂∗2(θ2) exists for all θ2 ∈ Θ2,

p lim
n→∞

∂

∂λ
σ̂∗2(θ2) and p lim

n→∞

∂

∂wj
σ̂∗2(θ2), for j = 1, ...., k, exist for all θ2 ∈ Θ2. (2.24)

We stress that σ̃∗(θ2) is strictly positive under Assumption 8, while its existence is guaranteed under
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Assumption 9.

The limit objective function is given by

L̃p(θ2) = log
(

σ̃∗2
)

− 2

n
log |S| = log

(

y′S′MZSy

y′y

)

− 2

n
log |S|+ op(1), (2.25)

with θ20 = argmin
θ2∈Θ2

L̃p(θ2).

Remark 1 We emphasize that ‖S′MZS‖∞ < K by Lemma 1. Using (2.15), in the γ = 0 case, by

Lemma 3 with the generic matrix A replaced by S′MZS and
∥

∥S−1
∥

∥

∞ = O(1),

p lim
n→∞

(

σ̂2(θ2)
)

=
σ20tr

(

S−1′
0 S′MZSS

−1
0

)

n
+
β′0Z

′S−1′
0 S′MZSS

−1
0 Zβ0

n
+ op(1).

Now,
tr
(

S−1′
0 S′MZSS

−1
0

)

n
=
tr
(

S−1′
0 S′SS−1

0

)

n
− tr

(

S−1′
0 S′PZSS

−1
0

)

n
,

where

PZ = Z
(

Z ′Z
)−1

Z ′.

We notice that

tr
(

S−1′
0 S′SS−1

0

)

≤ Kn

but

tr
(

S−1′
0 S′PZSS

−1
0

)

=
∥

∥PZSS
−1
0

∥

∥

2

F
≤ ‖PZ‖2F

∥

∥SS−1
0

∥

∥

2 ≤ m
∥

∥SS−1
0

∥

∥

2

∞ ≤ Km.

Hence, in the γ = 0 case

σ̂2(θ2) =
σ20tr

(

S−1′
0 S′SS−1

0

)

+ β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0

n
+ op (1) , (2.26)

in line with (3.2) of Lee (2004). The last displayed expression is non-singular under Assumptions 3

and 8.

In Appendix A we shall prove the following.

Theorem 1. Assume that model (2.1) and Assumptions 1-9 hold. Under the condition (2.8) with

0 ≤ γ ≤ 1, θ20 is identified and θ̂2
p→ θ20.

It is emphasized that identification and consistency of θ̂20 hold under 0 ≤ γ ≤ 1, so that the “weak

dependence” condition given in (2.4) and used in the literature (e.g., e.g. Kelejian and Prucha (1998))
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is not needed. Consistency of β̂ and of σ̂2 follow from (2.10) and (2.11), respectively. Theorem 1, in

addition to contributing to SAR literature by relaxing the usual constraint on the parameter space

and, even more importantly, by establishing consistent estimation allowing forms of strong dependence

across spatial units, extends results in Lieberman (2010) to a bilateral hybrid model where there is no

natural ordering of observations and the strength of the similarity structure, embedded in λ0, can be

estimated explicitly similarly to what established in RL in the context of a simpler model.

In the next section we shall derive the asymptotic distribution of θ̂2. The distribution of θ̂ and θ̂1

will be deduced from it by standard arguments.

3 Limit Distribution

In Theorem 2 below we will show that central limit theorem holds, with rates depending onO
(∥

∥S−1
0

∥

∥

∞
)

.

For any matrix A, let A = A+A′,

Cr,0 =
∂C(w1, ...., wk)

∂wr
|θ0 , for r = 1, ...., k

and

Crs,0 =
∂2C(w1, ...., wk)

∂wr∂ws
|θ0 , for r, s = 1, ...., k.

and a similar notation is used for Crst(θ).

Assumption 10

a) sup
θ∈Θ

(||Crs(θ)||∞ + ||C ′
rs(θ)||∞) ≤ K for r, s = 1, ...., k.

b) sup
θ∈Θ

(||Crst(θ)||∞ + ||C ′
rst(θ)||∞) ≤ K for r, s, t = 1, ...., k.

Assumption 10 extends Assumption 6 to uniform boundedness in row and column sums of the second-

and third-order derivatives of C(·), as in Assumption 9 of RL.

We let

V0 = Σ10 +Σ20 +Σ30 +Σ40, (3.1)

where Σ10, Σ20, Σ30 and Σ40 are defined in (A.8), (A.9), (A.10) and (A.11), respectively. Under

Assumption 6, the elements of Σ20 are O(1/||S−1
0 ||2∞) by Lemma 4(e) and (B.8), each element of Σ10 is

O(1/||S−1
0 ||∞) by Lemma 4(f) while each element of Σ40 is O(1/||S−1

0 ||∞) by Lemma 4(e) and (B.8)2.

The elements in Σ30 are O(1) by Lemma 4. Also, let D0 be the (k+1)× (k+1) matrix with elements

given in (A.12), (A.13) and (A.14). For γ = 0, all elements of D0 are O(1) from Lemma 4, while

2Details are provided in the proof of Theorem 2 in Appendix A.
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for γ > 0, D0 reduces to D̃0 with elements defined in (A.15). We stress that elements of D0 are the

probability limits of the elements of the normalized Hessian

1

||S−1
0 ||2∞

∂2L(θ20)
∂θ2∂θ′2

, (3.2)

which are well defined from Lemma 9. Finally, let F0 to be defined as in (A.16).

We introduce an additional condition to ensure that the variance-covariance matrix of the suitably

normalized θ̂2 exists and it is non singular in the limit.

Assumption 11 The limits in Σ10, Σ20, Σ30, Σ40 and D0 exist. Furthermore ηmin(Σ30) > 0 and

ηmin(D̃0) > 0.

We establish the following.

Theorem 2. Assume that model (2.1) and Assumptions 1-11 hold. For each γ ∈ [0, 1],

(

n||S−1
0 ||2∞

)1/2
(θ̂2 − θ20)

d→ N (0,V0), (3.3)

where V0 = D−1
0 F0V0F0D

−1
0 .

Thus, unlike Theorem 2 in RL, the presence of exogenous regressors allows a unified approach to

establish the limit distribution even for the boundary case of γ = 1 in (2.8). We stress that when

β0 = 0 a priori, Assumption 11 is violated since Σ30 = 0 and Theorem 2 is well defined only for the

trivial case with γ = 0. In the latter case, the limit distribution given in Theorem 2 is identical to

that derived in RL. The result of Theorem 2 will be further discussed in the following section with

illustrations through some key special cases.

We conclude this section by briefly focussing on inference on β0, given results in Theorem 2. Let θ̄2j an

intermediate point such that |θ̄2j − θ20j | < |θ̂2j − θ20j | for j = 1, ...., k + 1. By the MVT we can write,

β̂ − β0 =

(

1

n
Z ′Z

)−1 1

n
Z ′ǫ−

(

1

n
Z ′Z

)−1 1

n
Z ′C̄y(λ̂− λ0)− λ̄

k
∑

j=1

(

1

n
Z ′Z

)−1 1

n
Z ′C̄jy(ŵj − w0j)

=

(

1

n
Z ′Z

)−1 1

n
Z ′ǫ−

(

1

n
Z ′Z

)−1 1

n
Z ′C̄S−1

0 Zβ0(λ̂− λ0)

−λ̄
k
∑

j=1

(

1

n
Z ′Z

)−1 1

n
Z ′C̄jS

−1
0 Zβ0(ŵj − w0j) +Op

(

1

n

)

, (3.4)

where the second equality follows from the rates in Theorem 2, Lemma 2 and Lemma 4. The leading

terms in (3.4) are of order Op(1/
√
n), again from standard arguments and Lemma 4. Thus, from (3.4)

it is clear that the rate of convergence of β̂ remains the standard
√
n for any 0 ≤ γ ≤ 1 in (2.8).

In what follows we omit much of the technical details to avoid repetition. We can derive the joint
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distribution of the suitably normalized θ̂ by writing



















(

n||S0||2∞
)1/2

(λ̂− λ0)
(

n||S0||2∞
)1/2

(ŵ1 − w01)

.....
(

n||S0||2∞
)1/2

(ŵk − w0k)

n1/2(β̂ − β0)



















= R0





















√
n

||S−1
0 ||∞

∂Lp(θ20)
∂λ√

n

||S−1
0 ||∞

∂Lp(θ20)
∂w1

.....√
n

||S−1
0 ||∞

∂Lp(θ20)
∂wk

1√
n
Z ′ǫ





















+ op(1),

where R0 is a (k +m+ 1)× (k +m+ 1) matrix given in (A.17).

Let F β
0 and V β

0 be (k +m+ 1)× (k +m+ 1) matrix defined as (A.19) and

V β
0 = Σβ

10 +Σβ
20 +Σβ

30 +Σβ
40, (3.5)

with Σβ
10, Σ

β
20, Σ

β
30 and Σβ

40 reported in (A.20), (A.21), (A.22) and (A.23), respectively.

To complement Assumption 11, we impose the additional

Assumption 12 The limits of elements of R0, Σ
β
30 and Σβ

40 exist. Furthermore ηmin(Σ
β
30) > 0.

Similarly to Theorem 2, we can prove

Theorem 3. Assume that model (2.1) and Assumptions 1-12 hold. For each γ ∈ [0, 1],



















(

n||S0||2∞
)1/2

(λ̂− λ0)
(

n||S0||2∞
)1/2

(ŵ1 − w01)

.....
(

n||S0||2∞
)1/2

(ŵk − w0k)

n1/2(β̂ − β0)



















d→ N (0,Vβ
0 ), (3.6)

where Vβ
0 = R0F

β
0 V

β
0 F

β
0 R

′
0.

4 Discussion

The rate of convergence in Theorem 2 collapses to
√
n in standard SAR models in which |λ0| < 1

and ||S−1
0 ||∞ = O (1), and it agrees with that derived in Lee (2004). Theorem 2 represents a novel

contribution to the SAR literature since we derive the asymptotic distribution of QML estimators

without the usual requirements on admissible values for λ0 and by allowing forms of strong cross
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sectional dependence.

We can further discuss the generality of our results in view of the time series literature. In the

random walk with a drift model, the convergence rate is n3/2, because in this case

C0 =



















0 0 0 · · · 0

1 0 0 · · · 0

0 1 0 · · · 0

· · · · · · · · · · · · · · ·
0 0 · · · 1 0



















,

from which it follows that

S−1
0 =



















1 0 · · · 0

1 1 0 · · ·
1 1 1 · · ·

· · · 0

1 1 · · · 1 1



















,

so that ||S−1
0 ||∞ = n. This agrees with a well known result in, for instance, Hamilton (1994, equation

(17.4.47)). In addition, the time series model

yt = β0 + λnyt−1 + εt, t = 2, ..., n, λn = 1− c/kn, (4.1)

with c > 0, is called local to unit root (LUR) when kn = n and a moderate integration (MI) model

when kn = nα, and α ∈ (0, 1). See, for instance, Phillips (1987) and Phillips and Magdalinos (2007),

respectively. Here,

S−1
0 =



















1 0 · · · 0

λn 1 0 · · ·
λ2n λn 1 · · ·

· · · 0

λn−1
n λn−2

n · · · λn 1



















, (4.2)

implying that

||S−1(θ)||∞ =
1

1− λn
=
kn
c
. (4.3)

It follows that in the LUR case, ||S−1(θ)||∞ = O (n) whereas in the MI case ||S−1(θ)||∞ = O (na),

α ∈ (0, 1), and the norming rates in (3.6) are n3/2 and nα+1/2 for the two models, respectively, when

a drift term is included in (4.1). The result for the LUR model is discussed in Phillips (1987, Section

6), noting that the limit distribution in this case is non-Gaussian when a drift does not exist and is

Gaussian otherwise. We are not aware of similar discussion for the MI model in the literature.
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The conclusion is that our setup is indeed very general, covering many special cases, from the SAR,

similarity and nonstationary time series literature, with rates of convergence characterized by the order

of magnitude of
∥

∥S−1
0

∥

∥

∞.

5 Final Remarks

We established in this paper asymptotic theory for the similarity based SAR model with exogenous

regressors (1.2) under weak conditions. In particular, unlike the standard literature hitherto which has

been done under the assumptions that
∥

∥S−1
0

∥

∥

∞ < K and |λ0| < 1, our work allows for
∥

∥S−1
0

∥

∥

∞ =

O (nγ), with γ ∈ [0, 1] and λ0 = 1. The result is a framework consisting of a very large class of models,

with special cases including models behaving as a random walk with a drift, or even LUR or MI models

with drifts, and, of course, standard SAR models with or without additional exogenous regressors. All

cases are treated in a unified manner, with rates of convergence depending on the order of magnitude

of
∥

∥S−1
0

∥

∥

∞, that is, on the value of γ. Extensions of our study to models including heteroscedastic

errors seem challenging but highly desirable.

Appendix A

Proof or Theorem 1. To prove the identification condition, we write, for θ2 6= θ20,

L̃p(θ2)− L̃p(θ20) = log

(

y′S′MZSy

y′S′
0MZS0y

)

− 2

n
log |S|+ 2

n
log |S0|+ op(1) (A.1)

= log

(

y′S′MZSy

y′S′
0MZS0y

)

+
1

n
log |S−1′S0S′

0S
−1′|+ op(1). (A.2)

For identification it is required that (A.1) (or (A.2)) is strictly positive. We shall deal with the cases

γ = 0 and 0 < γ ≤ 1 separately.

Case 1: 0 < γ ≤ 1. For this case, it follows from (2.18) and (2.22) that

y′S′MZSy

y′S′
0MZS0y

= Op

(

∥

∥S−1
∥

∥

2

∞

)

which tends to +∞ in this case. The second term on the rhs of (A.1) is bounded for all θ2 ∈ Θ2 since,

by the geometric-arithmetic mean inequality and under Assumption 4,

1 =
1

n
tr(S) ≥ |S|1/n = |S′S|1/2n = |Ω−1|1/2n ≥ (ηmin(Ω

−1))1/2 =
1

(ηmax(Ω))1/2
> 0, (A.3)

where Ω = (S′S)−1. The third term at the rhs of (A.1), in turn cannot diverge to −∞ under A4, as
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S0 is non-singular.

Case 2: γ = 0. In view of (2.17), (2.22) and (2.26),

n−1y′S′MZSy

n−1y′S′
0MZS0y

=
n−1

(

σ20tr
(

S−1′
0 S′SS−1

0

)

+ β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0

)

n−1 (ǫ′MZǫ)
+ op (1) (A.4)

=
σ20tr

(

S−1′
0 S′SS−1

0

)

+ β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0

σ20 (n−m)
+ op (1)

=
tr
(

S−1′
0 S′SS−1

0

)

n

(

1 +
β′0Z

′S−1′
0 S′MZSS

−1
0 Zβ0

σ20tr
(

S−1′
0 S′SS−1

0

)

)

+ op (1) .

Let ∆ = S−1′
0 S′SS−1

0 . It follows from (A.2) and the last line that

L̃p(θ2)− L̃p(θ20) = log

(

1

n
tr (∆) |∆|−1/n

(

1 +
β′0Z

′S−1′
0 S′MZSS

−1
0 Zβ0

σ20tr
(

S−1′
0 S′SS−1

0

)

))

+ op (1) .

From the proof of Lemma 4 of RL,
1

n
tr (∆) |∆|−1/n ≥ 1,

with equality iff S′S = S′
0S0. Thus, tr (∆) /n |∆|−1/n > 1 under Assumptions 3 and 4. Furthermore,

under Assumption 8,

lim
n→∞

β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0

σ20tr
(

S−1′
0 S′SS−1

0

) ≥ 0,

with equality iff θ2 = θ20, under Assumption 3. Hence, for large enough n, L̃p(θ2)− L̃p(θ20) ≥ 0, with

equality iff θ2 = θ20.

In order to show consistency of θ̂ we proceed along the lines of the proof of Theorem 1 of Delgado

and Robinson (2015). Let Nδ = {θ : ||θ2− θ20|| < δ} for some δ > 0, and N̄δ its complement. We have,

P(θ̂ ∈ N̄θ) ≤ P
(

inf
N̄δ

Lp(θ2) < Lp(θ20)
)

≤ P
(

sup
Θ2

|Lp(θ2)− L̃p(θ2)| ≥ inf
N̄δ

|L̃p(θ2)− L̃p(θ20)|
)

. (A.5)

For consistency of θ̂ we need to establish the following statements:

inf
N̄δ

(

L̃p(θ2)− L̃p(θ20)
)

> ǫ, for all sufficiently large n and for some ǫ > 0, (A.6)

sup
Θ2

|Lp(θ2)− L̃p(θ2)| p→ 0, as n→ ∞. (A.7)

The proofs of (A.6) and (A.7) are given in Lemmas 6 and 7, respectively. �
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Relevant quantities and matrices for Theorems 2 and 3.

We report here some matrices and lengthy expressions to avoid cumbersome notation in the body of

the paper and in the proofs of Theorems 2 and 3.

We define

Σ10 = lim
n→∞

σ4
0

2n||S−1
0 ||2

∞

















tr((C0S
−1
0 )2) tr((C0S

−1
0 )(C1,0S

−1
0 )) ... tr((C0S

−1
0 )(Ck,0S

−1
0 ))

tr((C1,0S
−1)(C0S

−1
0 )) tr((C1,0S

−1
0 )2) .... tr((C1,0S

−1
0 )(Ck,0S

−1
0 ))

.. .. tr((C2,0S
−1
0 )2) ...

.. .. .... ...

... .. ... tr((Ck,0S
−1
0 )2)

















,

(A.8)

Σ20 = lim
n→∞

(µ
(4)
0 − 3σ4

0)

4n||S−1
0 ||2

∞

















∑

i

((C0S
−1
0 ))2ii

∑

i

(C0S
−1
0 )ii(C1,0S

−1
0 )ii ...

∑

i

(C0S
−1
0 )ii(Ck,0S

−1
0 )ii

∑

i

(C1,0S
−1
0 )ii(C0S

−1
0 )ii

∑

i

((C1,0S
−1
0 ))2ii ....

∑

i

(C1,0S
−1
0 )ii(Ck,0S

−1
0 )ii

.. .. .. ...

... .. ...
∑

i

((Ck,0S
−1
0 ))2ii

















− lim
n→∞

(µ
(4)
0 − σ4

0)

4n2||S−1
0 ||2

∞













tr2(C0S
−1
0 ) tr(C0S

−1
0 )tr(C1,0S

−1
0 ) ... tr(C0S

−1
0 )tr(Ck,0S

−1
0 )

tr(C1,0S
−1
0 )tr(C0S

−1
0 ) tr2(C1,0S

−1
0 ) .... ....

.. .. .. ...

... .. ... tr2(Ck,0S
−1
0 )













,

(A.9)

Σ30 = lim
n→∞

1

n||S−1
0 ||2∞













β′
0Z

′S−1′
0 C′

0MZC0S
−1Zβ0 β′

0Z
′S−1′

0 C0MZC1,0S
−1
0 Zβ0 ... ...

β′
0Z

′S−1′
0 C′

1,0MZC0S
−1Zβ0 β′

0Z
′S−1′

0 C′
1,0MZC1,0S

−1Zβ0 .... ....

.. .. .. ...

... .. ... β′
0Z

′S−1′
0 C′

k,0MZCk,0S
−1Zβ0













(A.10)
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and

Σ40 = lim
n→∞

µ
(3)
0

n||S−1
0 ||2∞

















∑

i

(MZC
′
0S

−1
0 Zβ0)i(C0S

−1
0 )dii

∑

i

(MZC
′
1,0S

−1
0 Zβ0)i(C0S

−1
0 )dii ...

∑

i

(MZC
′
0S

−1
0 Zβ0)i(C1,0S

−1
0 )dii

∑

i

(MZC
′
1,0S

−1
0 Zβ0)i(C1,0S

−1
0 )dii ....

.. .. ....

.. ...
∑

i

(MZC
′
k,0S

−1
0 Zβ0)i(Ck,0S

−1
0 )dii

















+ lim
n→∞

µ
(3)
0

n||S−1
0 ||2∞

















∑

i

(MZC
′
0S

−1
0 Zβ0)i(C0S

−1
0 )dii

∑

i

(MZC
′
0S

−1
0 Zβ0)i(C1,0S

−1
0 )dii ...

∑

i

(MZC
′
1,0S

−1
0 Zβ0)i(C0S

−1
0 )dii

∑

i

(MZC
′
1,0S

−1
0 Zβ0)i(C1,0S

−1
0 )dii ....

.. .. ....

.. ...
∑

i

(MZC
′
k,0S

−1
0 Zβ0)i(Ck,0S

−1
0 )dii

















,

(A.11)

where µ(3) = E(ǫ3i ), µ
(4) = E(ǫ4i ) and A

d
ii = aii − tr(A)/n for any n× n matrix A.

Also, we let

d11,0 = lim
n→∞

1

n||S−1
0 ||2∞

(

tr

(

(

S−1′
0 C ′

0 + C0S
−1
0 − tr(C0S

−1
0 )

2I

n

)2
)

+
2β′0Z

′S−1′
0 C ′

0MZC0S
−1
0 Zβ0

σ20

)

,

(A.12)

dij,0 = dji,0 lim
n→∞

2λ0

n||S−1
0 ||2∞

(

2tr(Cij,0S
−1
0 )− λ0tr(S

−1′
0 C ′

j,0Ci,0S
−1
0 ) + tr(S−1

0 Ci,0S
−1
0 Cj,0)

)

− lim
n→∞

4λ20
n2||S−1

0 ||2∞
tr(Cj,0S

−1
0 )tr(Ci,0S

−1
0 ) + lim

n→∞
2λ20

σ20n||S−1
0 ||2∞

β′0Z
′S−1′

0 C ′
j,0MZCi,0S

−1
0 Zβ0,

i, j = 2, ...., k + 1, (A.13)

and

d1i,0 =di1,0 = lim
n→∞

2

n||S−1
0 ||2∞

(

λ0tr(S
−1′
0 C ′

0Ci,0S
−1
0 ) + tr(S−1

0 Ci,0S
−1
0 C0)

)

− lim
n→∞

4λ0

n2||S−1
0 ||2∞

tr(C0S
−1
0 )tr(Ci,0S

−1
0 ) + lim

n→∞
2λ0

σ20n||S−1
0 ||2∞

β′0Z
′S−1′

0 C ′
0MZCi,0S

−1
0 Zβ0,

i = 2, ....., k + 1. (A.14)
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Furthermore,

d̃11,0 = lim
n→∞

2β′0Z
′S−1′

0 C ′
0MZC0S

−1
0 Zβ0

σ20n||S−1
0 ||2∞

, d̃ij,0 = d̃ji,0 = lim
n→∞

2λ20β
′
0Z

′S−1′
0 C ′

j,0MZCi,0S
−1
0 Zβ0

σ20n||S−1
0 ||2∞

,

d̃1i,0 = d̃i1,0 = lim
n→∞

2λ0β
′
0Z

′S−1′
0 C ′

0MZCi,0S
−1
0 Zβ0

σ20n||S−1
0 ||2∞

(A.15)

for i, j = 2, ....k + 1, and

F0 =















− 2
σ2
0

0 ... 0

0 −2λ0

σ2
0

0 ....

.. .. .. ...

0 0 ... −2λ0

σ2
0















. (A.16)

We define

R0 = lim
n→∞





















d11,0 0 .... 01×m

0 d22,0 0 ..

... .... ... ....

0 .... d(k+1)(k+1),0 01×m
(

Z′Z
n

)−1
d11,0

n||S−1
0 ||∞

Z ′C0S
−1
0 Zβ0

(

Z′Z
n

)−1
λ0d22,0

n||S−1
0 ||∞

Z ′C1,0S
−1
0 Zβ0 ....

(

Z′Z
n

)−1





















,

(A.17)

where we denoted by dij,0 the (i, j)−th element of the (k+ 1)× (k+ 1) matrix D0 whose elements are

defined in (A.12), (A.13) and (A.14), given

θ̂2 − θ20 =−D−1
0

1

||S−1
0 ||2∞

∂Lp(θ20)

∂θ2
+ op

(

1√
n||S−1

0 ||∞

)

, (A.18)

as shown in (A.28). Furthermore, we let

F β
0 =





















− 2
σ2
0

0 ... 0 0

0 −2λ0

σ2
0

0 .... ...

.. .. .. ... ...

0 0 ... −2λ0

σ2
0

0

0 0 0 0 Im





















, (A.19)
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Σβ
10 = lim

n→∞

σ4
0

2n||S−1
0 ||2∞























tr((C0S
−1
0 )2) tr((C0S

−1
0 )(C1,0S

−1
0 )) ... tr((C0S

−1
0 )(Ck,0S

−1
0 )) 01×m

tr((C1,0S
−1)(C0S

−1
0 )) tr((C1,0S

−1
0 )2) .... tr((C1,0S

−1
0 )(Ck,0S

−1
0 )) 01×m

.. .. tr((C2,0S
−1
0 )2) ... 01×m

.. .. .... ... 01×m

... .. ... tr((Ck,0S
−1
0 )2) 01×m

0m×1 .... .... 0m×1 0m×m























,

(A.20)

Σβ
20 = lim

n→∞

(µ
(4)
0 − 3σ4

0)

4n||S−1
0 ||2∞























∑

i

((C0S
−1
0 ))2ii

∑

i

(C0S
−1
0 )ii(C1,0S

−1
0 )ii ...

∑

i

(C0S
−1
0 )ii(Ck,0S

−1
0 )ii 01×m

∑

i

(C1,0S
−1
0 )ii(C0S

−1
0 )ii

∑

i

((C1,0S
−1
0 ))2ii ....

∑

i

(C1,0S
−1
0 )ii(Ck,0S

−1
0 )ii 01×m

.. .. .. ... 01×m

... .. ...
∑

i

((Ck,0S
−1
0 ))2ii 01×m

0m×1 .... .... 0m×1 0m×m























− lim
n→∞

(µ
(4)
0 − σ4

0)

4n2||S−1
0 ||2∞

















tr2(C0S
−1
0 ) tr(C0S

−1
0 )tr(C1,0S

−1
0 ) ... tr(C0S

−1
0 )tr(Ck,0S

−1
0 ) 0m×1

tr(C1,0S
−1
0 )tr(C0S

−1
0 ) tr2(C1,0S

−1
0 ) .... .... 0m×1

.. .. .. ...

... .. ... tr2(Ck,0S
−1
0 ) 0m×1

0m×1 .... .... 0m×1 0m×m

















,

(A.21)

Σβ
30 = lim

n→∞
σ
2
0























β′

0Z
′S−1′

0
C′

0MZC0S
−1Zβ0

n||S−1

0
||2
∞

β′

0Z
′S−1′

0
C0MZC1,0S
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0
Zβ0

n||S−1

0
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∞
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β′

0Z
′S−1′

0
C′

1,0MZC0S
−1Zβ0

n||S−1

0
||2
∞

β′

0Z
′S−1′

0
C′

1,0MZC1,0S
−1Zβ0

n||S−1

0
||2
∞

.... .... 01×m

.. .. .. ...

... .. ...
β′

0Z
′S−1′

0
C′

k,0MZCk,0S
−1Zβ0

n||S−1

0
||2
∞

01×m

0m×1 .... .... 0m×1
Z′Z
n























(A.22)
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and

Σβ
40 = lim

n→∞
µ
(3)
0
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i
(MZC′

0S
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0 Zβ0)i(C0S

−1
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∑

i
(C0S

−1
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′
i
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0 ||∞
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i
(MZC′

0S
−1
0 Zβ0)i(C1,0S

−1
0 )dii
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0 ||2∞
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∑

i
(C1,0S
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0 )diiz

′
i
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.. .. .... ....

.. ...

∑

i
(MZC′

k,0S
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0 Zβ0)i(Ck,0S

−1
0 )dii

n||S−1
0 ||2∞

∑

i
(Ck,0S

−1
0 )diiz

′
i

n||S−1
0 ||∞

0m×1 ... ... 0m×m



























+ lim
n→∞

µ
(3)
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∑

i
(MZC′

0S
−1
0 Zβ0)i(C0S

−1
0 )dii

n||S−1
0 ||2∞

∑

i
(MZC′

0S
−1
0 Zβ0)i(C1,0S

−1
0 )dii

n||S−1
0 ||2∞

... 01×m
∑

i
(MZC′

1,0S
−1
0 Zβ0)i(C0S

−1
0 )dii

n||S−1
0 ||2∞

∑

i
(MZC′

1,0S
−1
0 Zβ0)i(C1,0S

−1
0 )dii

n||S−1
0 ||2∞

.... 01×m

.. .. ....

.. ...

∑

i
(MZC′

k,0S
−1
0 Zβ0)i(Ck,0S

−1
0 )dii

n||S−1
0 ||2∞

01×m
∑

i
(C0S

−1
0 )diizi
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∑

i
(C1,0S
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0 )diizi

n||S−1
0 ||∞

... 0m×m































.

(A.23)

Proof or Theorem 2.

We let ∂Lp(θ̂2)/∂θ2 denote ∂Lp(θ2)/∂θ2 evaluated at θ̂2, with a similar notation for analogous quan-

tities. Let θ̄2j an intermediate point such that |θ̄2j − θ20j | < |θ̂2j − θ20j | for j = 1, ...., k + 1. By the

MVT, for each j = 1, ...., k + 1, we obtain

0 =
∂Lp(θ̂2)

∂θ2j
=
∂Lp(θ20)

∂θ2j
+

k+1
∑

l=1

∂2Lp(θ20)

∂θ2j∂θ2l
(θ̂2l − θ20l)

+
1

2

k+1
∑

l=1

k+1
∑

m=1

∂3Lp(θ̄2)

∂θ2j∂θ2l∂θ2m
(θ̂2l − θ20l)(θ̂2m − θ20m) (A.24)

For each 0 ≤ γ ≤ 1 in (2.8), from Lemmas 8 and 9, respectively,

∂Lp(θ20)

∂θ2
= Op

( ||S−1
0 ||∞√
n

)

(A.25)
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and
1

||S−1
0 ||2∞

∂2Lp(θ20)

∂θ2∂θ′2

p→ D0, (A.26)

where D0 is nonsingular under Assumption 11. Also, by Lemma 10, for each j, l,m = 1, ...., k + 1,

1

||S−1
0 ||2∞

∂3Lp(θ̄2)

∂θ2j∂θ2l∂θ2m
= Op(1) (A.27)

so that we can write in vector form

θ̂2 − θ20 =−
(

1

||S−1
0 ||2∞

∂2Lp(θ20)

∂θ2∂θ′2

)−1
1

||S−1
0 ||2∞

∂Lp(θ20)

∂θ2
−
(

1

||S−1
0 ||2∞

∂2Lp(θ20)

∂θ2∂θ′2

)−1

Op(1/(
√
n||S−1

0 ||∞)2)

=−D−1
0

1

||S−1
0 ||2∞

∂Lp(θ20)

∂θ2
+ op

(

1√
n||S−1

0 ||∞

)

, (A.28)

where the first equality follows since the leading term is Op(1/(
√
n||S−1

0 ||∞)) from (A.25) and (A.26),

and by replacing each component of (θ̂2l − θ20l)(θ̂2m − θ20m) by Op(1/(
√
n||S−1

0 ||∞)2). The second

equality follows from replacing (A.26).

We need to show that

(

n||S−1
0 ||2∞

)1/2





















1
||S−1

0 ||2∞
∂Lp(θ20)

∂λ

1
||S−1

0 ||2∞
∂Lp(θ20)

∂w1

..

..
1

||S−1
0 ||2∞

∂Lp(θ20)
∂wk





















→
d
N (0, F0V0F0), (A.29)

where V0 is a positive definite variance-covariance matrix given by (3.1) and F0 defined in (A.16). The

proof of Theorem 2 will then follow by Crámer’s theorem.

In order to show (A.29), from the derivation reported in the proof of Lemma 8, we define

Un = U =
1

(

n||S−1
0 ||2∞

)1/2





















ǫ′
(

S−1′

0 C ′
0 − I

n tr(C0S
−1
0 )
)

ǫ+ β′0Z
′S−1

0 C ′
0MZǫ

ǫ′
(

S−1′

0 C ′
1,0 − I

n tr(C1,0S
−1
0 )
)

ǫ+ β′0Z
′S−1

0 C ′
1,0MZǫ

..

..

ǫ′
(

S−1′

0 C ′
k,0 − I

n tr(Ck,0S
−1
0 )
)

ǫ+ β′0Z
′S−1

0 C ′
k,0MZǫ





















,
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so that (A.29) can be written as

(

n||S−1
0 ||2∞

)1/2





















1
||S−1

0 ||2∞
∂Lp(θ20)

∂λ

1
||S−1

0 ||2∞
∂Lp(θ20)

∂w1

..

..
1

||S−1
0 ||2∞

∂Lp(θ20)
∂wk





















= F0U + op(1). (A.30)

Let A = A+A′ for any generic matrix A. We define ψij = ψijn and φij = φijn the (k + 1)× 1 vectors

(ψ1ij , ....ψ(k+1)ij)
′ and (φ1ij , ....φ(k+1)ij)

′ such that, for each i, j = 1, ...., n,

ψij =
1

2













(C0S
−1
0 )ij

(C1,0S
−1
0 )ij

....

(Ck,0S
−1
0 )ij













and φij =













(MZC0S
−1
0 )ij

(MZC1,0S
−1
0 )ij

....

(MZCk,0S
−1
0 )ij













, (A.31)

respectively. Also, let Ψs and Φs be the n× n matrices with ψsij and φsij for s = 1, ...., k + 1 as their

respective(i, j)−th component. We can write U =
n
∑

i=1
ui/
(

n||S−1
0 ||2∞

)1/2
, with

ui = uin = (ǫ2i − σ20)



ψii −
1

n

n
∑

j=1

ψjj



+ 2ǫi
∑

j<i

ψijǫj + ǫi

n
∑

j

φijz
′
jβ0, (A.32)

where zj is the m × 1 vector containing the j−th row of Z. So, {ui, 1 ≤ i ≤ n, n = 1, 2, ..., ..} is a

triangular array of martingale differences with respect to the filtration formed by the σ-field generated

by {ǫj ; j < i}.
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In the sequel, all the summations will range from 1 to n, unless otherwise specified. Let

Ω = Ωn =V ar(U) =
1

n||S−1
0 ||2∞

n
∑

i=1

V ar(ui)

=
σ20

n||S−1
0 ||2∞

∑

i

∑

j

∑

t

φijz
′
jβ0β

′
0ztφ

′
it + (µ

(4)
0 − σ40)

1

n||S−1
0 ||2∞





∑

i

ψiiψ
′
ii −

1

n

∑

i

∑

j

ψiiψ
′
jj





+
4

n||S−1
0 ||2∞

σ40
∑

i

∑

j<i

ψijψ
′
ij +

2µ
(3)
0

n||S−1
0 ||2∞

∑

i



ψii −
1

n

n
∑

j=1

ψjj





∑

t

φ′itz
′
tβ0

=
(µ

(4)
0 − 3σ40)

n||S−1
0 ||2∞

∑

i

ψiiψ
′
ii −

(µ
(4)
0 − σ40)

n2||S−1
0 ||2∞

∑

i

∑

j

ψiiψ
′
jj +

2

n||S−1
0 ||2∞

σ40
∑

i

∑

j

ψijψ
′
ij

+
σ20

n||S−1
0 ||2∞

∑

i

∑

j

∑

t

φijz
′
jβ0β

′
0ztφ

′
it +

2µ
(3)
0

n||S−1
0 ||2∞

∑

i



ψii −
1

n

n
∑

j=1

ψjj





∑

t

φ′itz
′
tβ0, (A.33)

and vi = zin = ζ ′Ω−1/2ui/
(

n||S−1
0 ||∞

)1/2
, with ζ being any deterministic (k+1)×1 vector that satisfies

ζ ′ζ = 1. By Theorem 2 of Scott (1973),
n
∑

i=1
vi →

d
N (0, 1), as long as

n
∑

i=1

E
(

v2i |ǫj , j < i
)

→
p
1 (A.34)

and
n
∑

i=1

E
(

v2i 1(|vi| > δ)
)

→ 0, ∀δ > 0, (A.35)

where 1(·) is the indicator function.

We define

V0 = lim
n→∞

Ω ≡ Σ10 +Σ20 +Σ30 +Σ40, (A.36)

with

Σ10 = lim
n→∞

2σ40
n||S−1

0 ||2∞



















∑

i

∑

j
ψ1ijψ1ji

∑

i

∑

j
ψ1ijψ2ji ... ...

∑

i

∑

j
ψ2ijψ1ji

∑

i

∑

j
ψ2ijψ2ji .... ....

.. .. .. ...

... .. ...
∑

i

∑

j
ψ(k+1)ijψ(k+1)ji



















, (A.37)
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Σ20 = lim
n→∞

(µ
(4)
0 − 3σ40)

n||S−1
0 ||2∞



















∑

i
ψ2
1ii

∑

i
ψ1iiψ2ii ... ...

∑

i
ψ2iiψ1ii

∑

i
ψ2
2ii .... ....

.. .. .. ...

... .. ...
∑

i
ψ2
(k+1)ii



















− lim
n→∞

(µ
(4)
0 − σ40)

n2||S−1
0 ||2∞



















∑

i

∑

j
ψ1iiψ1jj

∑

i

∑

j
ψ1iiψ2jj ... ...

∑

i

∑

j
ψ2iiψ1jj

∑

i

∑

j
ψ2iiψ2jj .... ....

.. .. .. ...

... .. ...
∑

i

∑

j
ψ(k+1)iiψ(k+1)jj



















, (A.38)

Σ30 = lim
n→∞

σ20
n||S−1

0 ||2∞













β′0Z
′Φ′

1Φ1Zβ0 β′0Z
′Φ′

1Φ2Zβ0 ... ...

β′0Z
′Φ′

2Φ1Zβ0 β′0Z
′Φ′

2Φ2Zβ0 .... ....

.. .. .. ...

... .. ... β′0Z
′Φ′

k+1Φk+1Zβ0













(A.39)

and

Σ40 = lim
n→∞

µ
(3)
0

n||S−1
0 ||2∞

















∑

i

(ψ1ii −
tr(Ψ1)

n
)(Φ1Zβ0)i

∑

i

(ψ1ii −
tr(Ψ1)

n
)(Φ2Zβ0)i ... ...

∑

i

(ψ2ii −
tr(Ψ2)

n
)(Φ1Zβ0)i

∑

i

(ψ2ii −
tr(Ψ2)

n
)(Φ2Zβ0)i .... ....

.. .. .. ...

... .. ...
∑

i

(ψ(k+1)ii −
tr(Ψk+1)

n
)(Φk+1Zβ0)i

















+ lim
n→∞

µ
(3)
0

n||S−1
0 ||2∞

















∑

i

(ψ1ii −
tr(Ψ1)

n
)(Φ1Zβ0)i

∑

i

(ψ2ii −
tr(Ψ2)

n
)(Φ1Zβ0)i ... ...

∑

i

(ψ1ii −
tr(Ψ1)

n
)(Φ2Zβ0)i

∑

i

(ψ2ii −
tr(Ψ2)

n
)(Φ2Zβ0)i .... ....

.. .. .. ...

... .. ...
∑

i

(ψ(k+1)ii −
tr(Ψk+1)

n
)(Φk+1Zβ0)i

















(A.40)

where the explicit forms of Σ10, Σ20, Σ30 and Σ40 are given in (A.8), (A.9), (A.10) and (A.11), respec-

tively. Also, elements of Σ30 are O(1) from Lemma 4(a) and it is nonsingular under Assumption 11,

while each element of Σ10 is O(1/||S−1
0 ||∞) by Lemma 4(f) and each element of Σ20 is O(1/||S−1

0 ||2∞)

by Lemma 4(e). Elements of Σ40 are O(1/||S−1
0 ||∞) from Lemma 4(e), (B.8) and since, for any n× n

generic matrix A such that ||A||∞ + ||A′||∞ < K and any bounded n× 1 vector a,

|AS−1
0 a|i ≤ Ksup

j

∑

t

|sjt|sup
i

∑

j

|aij | = O(||S−1
0 ||∞). (A.41)

The proof of (A.34) and (A.35) are reported at the end of Appendix B.
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Therefore
n
∑

i=1
vi →

d
N (0, 1) implies U →

d
N (0, V ), and (A.29) follows from Cramér’s theorem. The

statement in Theorem 2 follows then from (A.26) and Cramér’s theorem, with V0 = D−1
0 F0V0F0D

−1
0 .

Proof or Theorem 3.

The proof of Theorem 3 follows closely from that of Theorem 2 and much of the details are omitted to

avoid repetitions. We can write



























√
n

||S−1
0 ||∞

∂Lp(θ20)
∂λ√

n

||S−1
0 ||∞

∂Lp(θ20)
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..

..√
n

||S−1
0 ||∞

∂Lp(θ20)
∂wk

1√
n
Z ′ǫ



























= F β
0 U

β + op(1), (A.42)

with

Uβ
n = Uβ =





























1

(n||S−1
0 ||2∞)

1/2 ǫ
′
(

S−1′

0 C ′
0 − I

n tr(C0S
−1
0 )
)

ǫ+ 1

(n||S−1
0 ||2∞)

1/2β
′
0Z

′S−1
0 C ′

0MZǫ

1

(n||S−1
0 ||2∞)

1/2 ǫ
′
(

S−1′

0 C ′
1,0 − I

n tr(C1,0S
−1
0 )
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ǫ+ 1

(n||S−1
0 ||2∞)

1/2β
′
0Z

′S−1
0 C ′

1,0MZǫ

..

..
1

(n||S−1
0 ||2∞)

1/2 ǫ
′
(

S−1′

0 C ′
k,0 − I

n tr(Ck,0S
−1
0 )
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ǫ+ 1

(n||S−1
0 ||2∞)

1/2β
′
0Z
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0 C ′

k,0MZǫ

1√
n
Z ′ǫ





























(A.43)

and F j
0 defined in (A.19). The proof of Theorem 3 will then follow by Crámer’s theorem.

Similarly to the proof of Theorem 2, we define A = A + A′ for any generic matrix A. We define

ψβ
ij = ψβ

ijn, φ
β
ij = φβijn and τβi = τβin the (k +m+ 1)× 1 vectors such that

ψβ
ij =

1

2(n||S−1
0 ||2

∞
)1/2

















(C0S
−1
0 )ij

(C1,0S
−1
0 )ij

....

(Ck,0S
−1
0 )ij

0m×1

















, φβij =
1

(n||S−1
0 ||2

∞
)1/2

















(MZC0S
−1
0 )ij

(MZC1,0S
−1
0 )ij

....

(MZCk,0S
−1
0 )ij

0m×1

















and τβi =
1√
n

(

0(k+1)×1

zi

)

(A.44)

respectively. Also, let Ψβ
s and Φβ

s be the n× n matrices with ψβ
sij and φβsij for s = 1, ...., k +m+ 1 as
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their respective(i, j)−th component3. We can write Uβ =
n
∑

i=1
uβi , with

uβi = uβin = (ǫ2i − σ20)



ψβ
ii −

1

n

n
∑

j=1

ψβ
jj



+ 2ǫi
∑

j<i

ψβ
ijǫj + ǫi



τβi +

n
∑

j

φβijz
′
jβ0



 . (A.45)

As in the proof of Theorem 2, we define

Ωβ = Ωβ
n =V ar(Uβ) =

n
∑

i=1

V ar(uβi ) = (µ
(4)
0 − 3σ40)

∑

i

ψβ
iiψ

β′
ii − (µ

(4)
0 − σ40)

∑

i

∑

j

ψβ
iiψ

β′
jj + 2σ40

∑

i

∑

j

ψβ
ijψ

β′
ij

+σ20
∑

i





∑

j

φβijz
′
jβ0 + τβi





(

∑

t

β′0ztφ
β′
it + τβ′i

)

+ 2µ
(3)
0

∑

i



ψβ
ii −

1

n

n
∑

j=1

ψβ
jj





(

∑

t

φβ′it z
′
tβ0 + τβ′i

)

,

(A.46)

and vβi = zin = ζ ′Ωβ −1/2uβi , with ζ being any deterministic (k+m+1)×1 vector that satisfies ζ ′ζ = 1.

The rest of the proof follows by routine arguments and is omitted, after defining

V β
0 = lim

n→∞
Ωβ ≡ Σβ

10 +Σβ
20 +Σβ

30 +Σβ
40, (A.47)

with

Σβ
10 = lim

n→∞
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∑
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, (A.48)

3We note that for s = k + 2, ...., k +m+ 1 both Ψβ
s and Φβ

s are matrices of zeros.
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, (A.49)
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30 = lim

n→∞
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′Φβ′

k+1Φ
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k+1Zβ0 β0Z

′Φβ′
k+1Z/

√
n
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1Zβ0/

√
n Z ′Φβ

2Zβ0/
√
n ... Z ′Φβ

k+1Zβ0/
√
n Z ′Z/n
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and, by letting ψβd
sii = ψβ

sii − tr(Ψβ
s )/n for each s = 1, ...., k +m+ 1,

Σβ
40 = lim

n→∞
µ
(3)
0























∑

i
ψβd
1ii(Φ

β
1Zβ0)i

∑

i
ψβd
1ii(Φ

β
2Zβ0)i ...

∑

i
ψβd
1ii(Φ

β
k+1Zβ0)i

∑

i
ψβd
1iiz

′
i/
√
n

∑

i
ψβd
2ii(Φ

β
1Zβ0)i

∑

i
ψβd
2ii(Φ

β
2Zβ0)i .... .

∑

i
ψβd
2ii(Φ

β
k+1Zβ0)i

∑

i
ψβd
2iiz

′
i/
√
n

... .... .... .... ....

.. .. .. ...
∑

i
ψβd
(k+1)ii(Φ

β
k+1Zβ0)i

∑

i
ψβd
(k+1)iiz

′
i/
√
n

0m×1 0m×1 ... ... 0m×m























+ lim
n→∞

µ
(3)
0

























∑

i
ψβd
1ii(Φ

β
1Zβ0)i

∑

i
ψβd
2ii(Φ

β
1Zβ0)i ...

∑

i
ψβd
(k+1)ii(Φ

β
1Zβ0)i 01×m

∑

i
ψβd
1ii(Φ

β
2Zβ0)i

∑

i
ψβd
2ii(Φ

β
2Zβ0)i .... .

∑

i
ψβd
(k+1)ii(Φ

β
2Zβ0)i 01×m

... .... .... .... ....

.. .. .. ...
∑

i
ψβd
(k+1)ii(Φ

β
k+1Zβ0)i 01×m

∑

i
ψβd
1iizi/

√
n

∑

i
ψβd
2iizi/

√
n ...

∑

i
ψβd
(k+1)iizi/

√
n 0m×m
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where the explicit forms of Σβ
10, Σβ

20, Σβ
30 and Σβ

40 are given in (A.20), (A.21), (A.22) and (A.23),

respectively. We outline that each element containing Z ′Φβ′
s Z, for each s = 1, ....k+1, is a null matrix

from (A.44).

Appendix B.

Lemma 1. For all n, each element zij of Z (n × m) is non-random and |zij | < K. Also, for all

sufficiently large n,

0 < c < ηmin

(

Z ′Z
n

)

, (B.1)

where c is any arbitrarily small constant. It follows that

||MZ ||∞ ≤ K. (B.2)

Proof of Lemma 1. We show that ||Z(Z ′Z)−1Z ′||∞ < K, and thence the claim in (B.2) follows

trivially. Let z′i the i−th row of Z, in line with our usual notation. The arbitrary constant K can

change its value from step to step, as usual. We have

||Z(Z ′Z)−1Z ′||∞ =max
i

n
∑

j=1

|z′i(Z ′Z)zj | ≤ max
i

n
∑

j=1

||zi||||(Z ′Z)−1||||zj ||

≤max
i,j

||zi||
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(

Z ′Z
n

)−1
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

||zj || ≤
mK2

c
< K, (B.3)

since
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(

Z ′Z
n

)−1
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

=
1

ηmin(Z ′Z/n)
≤ 1

c
(B.4)

and

max
i

||zi|| = max
i

(z′izi)
1/2 ≤ (mK2)1/2 ≤ K. (B.5)

�

In order to prove the following Lemmas we introduce the following assumption.

Assumption A1 Let ǫ be an n× 1 vector of i.i.d. random variables, satisfying

E(ǫi) = 0, E(ǫi)
4 < K ∀i = 1, ...., n.

Also, let A = A(θ2) be an n× n generic matrix, such that ||A||∞ + ||A′||∞ < K for all θ2 ∈ Θ2. Thus,

we also have, |Aij | < K for all i, j = 1, ...., n and for all θ2 ∈ Θ2. The proofs of Lemmas 2, 3 and 5 are
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given in the Online Supplement of RL.

Lemma 2. Under Assumption A1, for all θ2 ∈ Θ2:

a) ǫ′S−1(θ2)
′Aǫ = Op(n).

b) ǫ′S−1(θ2)
′AS−1(θ2)ǫ = Op(n||S−1||∞).

Lemma 3. Under Assumption A1, for all θ2 ∈ Θ2:

1

n||S−1(θ2)||2∞
(

ǫ′
(

S−1(θ2)
′AS−1(θ2)

)

ǫ− σ2tr
(

S−1(θ2)
′AS−1(θ2)

))

= Op

(

(

1

n||S−1(θ2)||∞

)1/2
)

.

(B.6)

Lemma 4. Let a an n × 1 vector such that |ai| < K for all i = 1, ....m and A an n × n matrix such

that ||A||∞ + ||A′||∞ < K. Let B = B(θ2) = (S−1′A+A′S−1)/2. For all θ2 ∈ Θ2:

a) a′S−1′AS−1a = O
(

n||S−1||2∞
)

;

b) ǫ′S−1′AS−1a = Op(
√
n||S−1||2∞);

c) ǫ′AS−1a = Op(
√
n||S−1||∞);

d) a′S−1′Aa = O
(

n||S−1||∞;
)

;

e) tr(B) = O(n);

f) tr(B2) = O(n||S−1||∞);

g) tr(B3) = O(n||S−1||2∞).

Proof of Lemma 4 We let B = B(θ2) = (S−1′A+A′S−1)/2. We have

||B||∞ = O(||S−1||∞), (B.7)

|bij | ≤ K
n
∑

t=1

|sti||atj | ≤ Ksup
i,t

|sti|sup
j

n
∑

t=1

|atj | = O(1) ∀i, j (B.8)

and

|(BS−1)ij | ≤ K

n
∑

t=1

|bit||stj | ≤ Ksup
i,t

|bit|sup
j

n
∑

t=1

|stj | = O(||S−1||∞) ∀i, j. (B.9)
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By standard norm inequalities

||S−1′AS−1||∞ = O(||S−1||2∞). (B.10)

Proof of part (a). We have

|a′S−1′AS−1a| =

∣

∣

∣

∣

∣

∣

n
∑

i=1

n
∑

j=1

aiaj(S
−1′AS−1)ij

∣

∣

∣

∣

∣

∣

≤
n
∑

i=1

n
∑

j=1

|ai||aj ||(S−1′AS−1)ij | ≤ Kn||S−1′AS−1||∞

=O
(

n||S−1||2∞
)

, (B.11)

which concludes part (a).

Proof of part (b). ǫ′S−1′AS−1a has mean zero and variance bounded by

K

n
∑

i=1

n
∑

j=1

n
∑

v=1

|aj ||av||(S−1′AS−1)ij ||(S−1′AS−1)iv| ≤ Kmax
i

n
∑

v=1

|(S−1′AS−1)iv|
n
∑

i=1

n
∑

j=1

|(S−1′AS−1)ij |

≤Knmax
i

n
∑

v=1

|(S−1′AS−1)iv|max
i

n
∑

j=1

|(S−1′AS−1)ij | = O
(

n||S−1||4∞
)

. (B.12)

The claim in part b) follows by Markov inequality.

The proof of parts (c) and (d) follow from very similar arguments to those used to prove parts (b)

and (a), respectively, and it is omitted to avoid repetitions.

Proof of part (e). We have

tr(B) ≤ K
n
∑

i=1

n
∑

j=1

|sji||aji| ≤ K n sup
i,j

|sji|sup
j

n
∑

i=1

|aji| = O(n). (B.13)

Proof of part (f). We have

tr(B2) ≤
n
∑

i=1

n
∑

j=1

|bij ||bij | ≤ Kn||S−1
0 ||∞ = O(n||S−1||∞). (B.14)
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Proof of part (g). We have

tr(B3) ≤
n
∑

i=1

n
∑

j=1

n
∑

t=1

|bij ||bjt||bti| ≤ Knsup
i

n
∑

j=1

n
∑

t=1

|bjt||bti|

≤Knsup
t

n
∑

j=1

|bjt|sup
i

n
∑

t=1

|bti| = O
(

n||S−1||2∞
)

. (B.15)

�

Lemma 5. Under Assumption A1, for all θ2 ∈ Θ2:

1

n||S−1
0 ||∞

ǫ′
(

S−1(θ2)
′A− I

n
tr
(

S−1(θ2)
′A
)

)

ǫ = Op

(

(

1

n||S−1
0 ||∞

)1/2
)

. (B.16)

Lemma 6. Under Assumptions 1-9,

inf
N̄δ

(

L̃p(θ2)− L̃p(θ20)
)

> ǫ, (B.17)

for all sufficiently large n and for some ǫ > 0, with L̃p(·) defined in (2.25).

Proof of Lemma 6. We prove the Lemma by using the inequality

inf
θ2:

∥

∥

∥
θ2−θ†2

∥

∥

∥
<η; θ2∈Θ

(

L̃p(θ2)− L̃p(θ20)
)

≥
(

L̃p(θ†2)− L̃p(θ20)
)

− sup
θ2:

∥

∥

∥
θ2−θ†2

∥

∥

∥
<η; θ2∈Θ

∣

∣

∣
L̃p(θ2)− L̃p(θ†2)

∣

∣

∣
, (B.18)

where η is a positive constant, θ†2 ∈ Θ2\θ20, and Θ2 is compact under Assumption 2 and hence it has

a finite subcover. We need to show that the RHS of (B.18) is strictly positive for large n. From the

proof of Theorem 1, the first term on the RHS of (B.18) is strictly positive for γ = 0 and diverges to

+∞ for 0 < γ ≤ 1 as n→ ∞. We continue to analyze the second term on the RHS of (B.18). Consider

first the case 0 < γ ≤ 1. Let S† = S(θ†2). Since the first term of the RHS of (B.18) diverges to +∞ as

n → ∞, we only need to ensure that the second term at the RHS of (B.18) remains bounded in the
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limit. We have

L̃p(θ2)− L̃p(θ†2) = log

(

y′S′MZSy

y′S†′MZS†y

)

− 2

n
log |S(θ2)|+

2

n
log |S†|+ op(1)

= log

(

β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0

β′0Z
′S−1′

0 S†′MZS†S−1
0 Zβ0

)

− 2

n
log |S(θ2)|+

2

n
log |S†|+ op(1). (B.19)

The first term on the RHS of (B.19) is bounded, since by Lemma 4(a), both numerator and denominator

in the argument of the logarithm are Op(n||S−1
0 ||2∞), uniformly in θ2, so that the first term is Op(1).

Also, let Ω = (S′S)−1 and write, for each θ2 ∈ Θ2,

|S|2/n = |S′S|1/n = |Ω−1|1/n ≤ ηmax(Ω
−1) =

1

ηmin(Ω)
< K (B.20)

where the last displayed bound follows under Assumption 4. Similarly,

|S|2/n ≥ ηmin(Ω
−1) =

1

ηmax(Ω)
> 0, (B.21)

again under Assumption 4, such that the second and third terms at the rhs of (B.19) remain bounded.

We therefore conclude that the RHS of (B.18) increases without bound as n→ ∞, when 0 < γ ≤ 1.

Next, we prove that the second term on the RHS of (B.18) tends to zero for γ = 0. In this case,

L̃p(θ2)− L̃p(θ†2) = log

(

σ20tr(S
−1′
0 S′SS−1

0 ) + β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0

σ20tr(S
−1′
0 S†′S†S−1

0 ) + β′0Z
′S−1′

0 S†′MZS†S−1
0 Zβ0

)

+
1

n
log
∣

∣

∣
S†′S† (S′S

)−1
∣

∣

∣
+ op(1)

= log







tr(S−1
0 S−1′

0 S′S)

tr(S−1
0 S−1′

0 S†′S†)

(

1 +
β′
0Z

′S−1′
0 S′MZSS−1

0 Zβ0

σ2
0tr(S

−1′
0 S′SS−1

0 )

)

(

1 +
β′
0Z

′S−1′
0 S†′MZS†S−1

0 Zβ0

σ2
0tr(S

−1
0 S−1′

0 S†′S†)

)






+

1

n
log
∣

∣

∣
S†′S† (S′S

)−1
∣

∣

∣

=

{

log

(

tr
(

Ω0Ω
−1
)

tr (Ω0Ω†−1)

)

+
1

n
log
∣

∣

∣Ω†−1Ω
∣

∣

∣

}

+ log







(

1 +
β′
0Z

′S−1′
0 S′MZSS−1

0 Zβ0

σ2
0tr(S

−1′
0 S′SS−1

0 )

)

(

1 +
β′
0Z

′S−1′
0 S†′MZS†S−1

0 Zβ0

σ2
0tr(S

−1
0 S−1′

0 S†′S†)

)






,

(B.22)

where Ω = (S′S)−1. The term in the curly brackets in the rhs of (B.22) was shown in Lemma 5 of RL

to be as small as as desired. Specifically, fixing δ > 0, there exists ζ > 0 such that for large enough n

sup
θ2:

∥

∥

∥
θ2−θ†2

∥

∥

∥
<η

∣

∣

∣

∣

∣

log

(

tr
(

Ω0Ω
−1
)

tr (Ω0Ω†−1)

)

+
1

n
log
∣

∣

∣
Ω†−1Ω

∣

∣

∣

∣

∣

∣

∣

∣

< δ.

Let θ∗2 such that |λ∗−λ†| < |λ−λ†| and |w∗
j −w†

j | < |wj−w†
j | for each j = 1, ...., k, and S∗ = S(θ∗2), with
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analogous notation for similar quantities. We consider the argument of the logarithm in the second

term at the rhs of (B.22). By the MVT,

β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0

σ20tr(S
−1′
0 S′SS−1

0 )
=
β′0Z

′S−1′
0 S†′MZS

†S−1
0 Zβ0

σ20tr(S
−1′
0 S†′S†S−1

0 )
− 2β′0Z

′S−1′
0 C∗′MZS

∗S−1
0 Zβ0

σ20tr(S
−1′
0 S∗′S∗S−1

0 )
(λ− λ†)

− 2λ∗

σ20tr(S
−1′
0 S∗′S∗S−1

0 )

k
∑

j=1

β′0Z
′S−1′

0 C∗′
j MZS

∗S−1
0 Zβ0(wj − w†

j)

+
2β′0Z

′S−1′
0 S∗′MZS

∗S−1
0 Zβ0

σ20tr
2(S−1′

0 S∗′S∗S−1
0 )

tr(S−1
0 S−1′

0 (C∗′S∗ + S∗′C∗))(λ− λ†)

+
2β′0Z

′S−1′
0 S∗′MZS

∗S−1
0 Zβ0

σ20tr
2(S−1′

0 S∗′S∗S−1
0 )

λ∗
k
∑

j=1

tr(S−1
0 S−1′

0 (C∗′
j S

∗ + S∗′C∗
j ))(wj − wj†).

(B.23)

Under Assumption 6, in view of Lemmas 1, 4(a) and equation (S.26) of RL,

β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0

σ20tr(S
−1′
0 S′SS−1

0 )
=
β′0Z

′S−1′
0 S†′MZS

†S−1
0 Zβ0

σ20tr(S
−1′
0 S†′S†S−1

0 )
+O(η) (B.24)

over the support ||θ2−θ†2|| < η, with the first term on the rhs beingO(1), because β′0Z
′S−1′

0 S′MZSS
−1
0 Zβ0 =

O (n) and tr(S−1′
0 S′SS−1

0 ) = O (n), uniformly in Θ2, by Lemma 4(a) and equation (S.26) of RL. It

follows that the second term on the rhs of (B.22) reduces to

log(1 +O(η)) = O(η) (B.25)

and thus, for each δ > 0 we can choose η > 0 such that

sup
θ2:

∥

∥

∥
θ2−θ†2

∥

∥

∥
<η

∣

∣

∣

∣

∣

∣

∣

log







(

1 +
β′
0Z

′S−1′
0 S′MZSS−1

0 Zβ0

σ2
0tr(S

−1′
0 S′SS−1

0 )

)

(

1 +
β′
0Z

′S−1′
0 S†′MZS†S−1

0 Zβ0

σ2
0tr(S

−1
0 S−1′

0 S†′S†)

)







∣

∣

∣

∣

∣

∣

∣

< δ. (B.26)

We conclude that in the γ = 0 case the rhs of (B.18) remains strictly positive as n → ∞, as required.

�

Lemma 7. Under Assumptions 1-9,

sup
Θ2

|Lp(θ2)− L̃p(θ2)| p→ 0, as n→ ∞, (B.27)

with Lp(·) and L̃p(·) defined respectively in (2.14) and (2.25).
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Proof of Lemma 7. The approach in the proof of Lemma 7 is similar to that of the proof of Lemma 6

in RL, with substantial differences in the orders of magnitude of the various terms due to the inclusion

of the linear part in (1.2). Let N (θ2, δ) a δ-neighborhood of θ2 such that

N (θ2, δ) = {θ♯2 : |λ♯ − λ| < δ/(k + 1), |w♯
j − wj | < δ/(k + 1) for each j = 1, ...., k}. (B.28)

Let θ̄2 such that: |λ̄− λ| < |λ♯ − λ|, |w̄j − wj | < |w♯
j − wj | for each j. Let S♯ = S(θ♯2) and S̄ = S(θ̄2),

with analogous notation for C(·) and Cr(·) for r = 1, ...., k. Since Θ2 is compact under Assumption 2,

it has a finite sub-covering and we focus on

sup
θ♯2∈N (θ2,δ)

|Lp(θ♯2)− L̃p(θ♯2)| ≤ sup
θ♯2∈N (θ2,δ)

|Lp(θ♯2)− Lp(θ2)|+ |Lp(θ2)− L̃(θ2)|

+ sup
θ♯2∈N (θ2,δ)

|L̃p(θ♯2)− L̃p(θ2)|. (B.29)

Pointwise convergence in probability of Lp(θ2) to L̃p(θ2) holds by definition of σ̃∗2(θ2) so that the

second term at the RHS of (B.29) is op(1).

We start with the first term at the RHS of (B.29). By the mean value theorem, we may write

y′S♯′MZS
♯y =y′S′MZSy +

∂y′S̄′MZ S̄y

∂λ
(λ♯ − λ) +

k
∑

j=1

∂y′S̄′MZ S̄y

∂wj
(w♯

j − wj)

=y′S′MZSy − 2y′S̄′MZC̄y(λ
♯ − λ)− 2λ̄

k
∑

j=1

y′S̄′MZC̄jy(w
♯
j − wj), (B.30)

so that

∆n

(

θ2, θ
♯
2

)

: =

∣

∣y′S♯′MZS
♯y − y′S′MZSy

∣

∣

y′y
=

2

y′y
|y′S̄′MZC̄y(λ

♯ − λ) + λ̄

k
∑

j=1

y′S̄′MZC̄jy(w
♯
j − wj)|

≤ K

y′y



|y′S̄′MZC̄y||(λ♯ − λ)|+
k
∑

j=1

|y′S̄′MZC̄jy||w♯
j − wj |



 . (B.31)

In the 0 < γ ≤ 1 case, by Lemmas 1,2 and 4, as
∥

∥S̄′MZC̄ + C̄ ′MZ S̄
∥

∥

∞ < K,

y′S̄′MZC̄y = β′0Z
′S−1′

0

S̄′MZC̄ + C̄ ′MZ S̄

2
S−1
0 Zβ0+Op

(

max
(

n
∥

∥S−1
∥

∥

∞ ,
√
n
∥

∥S−1
∥

∥

2

∞

))

= Op

(

n
∥

∥S−1
∥

∥

2

∞

)
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and similarly,

y′y = Op

(

n
∥

∥S−1
0

∥

∥

2

∞

)

and y′S̄′MZC̄jy = Op

(

n‖S−1
0 ‖2∞

)

.

It follows that in this case, for each ζ > 0 there exists a δ > 0 such that

sup
θ♯2∈N (θ2,δ)

∆n

(

θ2, θ
♯
2

)

<ζ.

Next, consider the case γ = 0. Here,

y′S̄′MZC̄y = ǫ′S−1′
0

S̄′MZC̄ + C̄ ′MZ S̄

2
S−1
0 ǫ+ β′0Z

′S−1′
0

S̄′MZC̄ + C̄ ′MZ S̄

2
S−1
0 Zβ0 +Op

(√
n
)

= Op (n)

and similarly,

y′y = Op (n) and y′S̄′MZC̄jy = Op (n) .

From the definition of stochastic equicontinuity (Andrews (1994)), (B.31) implies that for all ζ1 > 0

and ζ2 > 0 there exists a δ > 0 such that

lim sup
n→∞

Pr



 sup
θ♯2∈N (θ2,δ)

∆n

(

θ2, θ
♯
2

)

> ζ1



 < ζ2, (B.32)

where ζ1, ζ2 and δ do not depend on θ2. This proves that the first term of Lp(θ2) in (2.14) is stochastic

equicontinuous.

Now we consider the second term of Lp(θ2) in (2.14). We have

−2 log |S♯| = −2 log |S|+ 2tr(S̄−1C̄)(λ♯ − λ) + 2λ̄
k
∑

j=1

tr(S̄−1C̄j)(w
♯
j − wj) (B.33)

Under Assumption 6, by Lemma 4(e)

∣

∣tr
(

S̄−1C̄
)∣

∣ = O(n) and
∣

∣tr
(

S̄−1C̄j

)∣

∣ = O(n) ∀j = 1, ...., k. (B.34)

Hence, for every ν > 0 there exists a neighborhood N (θ2, δ) that does not depend on n such that for

all n > N ,

sup
θ♯2∈N (θ2,δ)

∣

∣

∣

∣

∣

2 log
∣

∣S♯
∣

∣

n
− 2 log |S|

n

∣

∣

∣

∣

∣

≤ K



(λ♯ − λ) +
k
∑

j=1

(w♯
j − wj)



 ≤ Kδ ≤ ν. (B.35)

Thus, the second term of of Lp(θ2) in (2.14) is uniformly equicontinuous. The implication is that we
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are done for the first term on the rhs of (B.29) for both the γ = 0 and 0 < γ ≤ 1 cases.

In order to conclude the proof we need to focus on the third term at the RHS of (B.29) and show

stochastic equicontinuity of σ̃2∗(θ2) in (2.25), as equicontinuity of the second term in L̃p(θ2) follows as

in (B.33) - (B.35). By the MVT, under Assumption 5 and since the module is a continuous function,

sup
θ♯2∈N (θ2,δ)

∣

∣

∣

∣

∣

∣

∣

∣

∣

p lim
n→∞











−2y′S̄′MZC̄y(λ
♯ − λ)

y′y
−

2λ̄
k
∑

j=1
y′S̄′MZC̄jy(w

♯
j − wj)

y′y











∣

∣

∣

∣

∣

∣

∣

∣

∣

≤K sup
θ♯2∈N (θ2,δ)

p lim
n→∞





|y′S̄′MZC̄y||λ♯ − λ|
y′y

+
k
∑

j=1

|y′S̄′MZC̄jy||w♯
j − wj |

y′y





≤Kδ p lim
n→∞





|y′S̄′MZC̄y|
y′y

+

k
∑

j=1

|y′S̄′MZC̄jy|
y′y



 , (B.36)

where K, as usual, denotes a constant that can change value from step to step. Under Assumption 6,

from Lemmas 1,2,4, for each ζ2 there exists a ∆ such that

Pr



p lim
n→∞





|y′S̄′MZC̄y|
y′y

+
k
∑

j=1

|y′S̄′MZC̄jy|
y′y



 > ∆



 < ζ2. (B.37)

Let ζ1 = δK∆. We have

Pr











sup
θ♯2∈N (θ2,δ)

∣

∣

∣

∣

∣

∣

∣

∣

∣

p lim
n→∞











−2y′S̄′MZC̄y(λ
♯ − λ)

y′y
−

2λ̄
k
∑

j=1
y′S̄′MZC̄jy(w

♯
j − wj)

y′y











∣

∣

∣

∣

∣

∣

∣

∣

∣

> ζ1











≤Pr



p lim
n→∞





|y′S̄′MZC̄y|
y′y

+
k
∑

j=1

|y′S̄′MZC̄jy|
y′y



 > ∆



 < ζ2, (B.38)

concluding the proof. �

Lemma 8. Under Assumptions 1-11, we have

∂Lp(θ20)

∂λ
= Op

(( ||S−1
0 ||∞
n1/2

))

and
∂Lp(θ20)

∂wj
= Op

(( ||S−1
0 ||∞
n1/2

))

, j = 1, ...k (B.39)

For 0 ≤ γ ≤ 1 in (2.8).
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Proof of Lemma 8. By standard algebra,

∂Lp(θ20)

∂λ
=− 2

y′C ′
0MZS0y

y′S′
0MZS0y

+
2

n
tr
(

S−1
0 C0

)

=− 2
ǫ′S−1′

0 C ′
0ǫ+ β′0Z

′S−1′
0 C ′

0MZǫ− ǫ′S−1′
0 C ′

0Z(Z
′Z)−1Z ′ǫ

ǫ′ǫ− ǫ′Z(Z ′Z)−1Z ′ǫ
+

2

n
tr
(

S−1
0 C0

)

= −2
ǫ′S−1′

0 C ′
0ǫ+ β′0Z

′S−1′
0 C ′

0MZǫ− ǫ′S−1′
0 C ′

0Z(Z
′Z)−1Z ′ǫ

ǫ′ǫ− ǫ′Z(Z ′Z)−1Z ′ǫ
+

2

n
tr
(

S−1
0 C0

)

=−
(

ǫ′ǫ
n

+Op

(

1

n

))−1 2

n

(

ǫ′
(

S−1′
0 C ′

0 −
I

n
tr(C0S

−1
0 )

)

ǫ+ β′0Z
′S−1

0 C ′
0MZǫ+Op

(

||S−1
0 ||∞

)

)

,

(B.40)

where the last equality follows since ǫ′S−1
0 C ′

0Z(Z
′Z)−1Z ′ǫ = Op(||S−1

0 ||∞) since

E
(

ǫ′S−1
0 C ′

0Z(Z
′Z)−1Z ′ǫ

)

= σ20tr
(

S−1
0 C ′

0Z(Z
′Z)−1Z ′) = tr

(

Z ′S−1
0 C ′

0Z(Z
′Z)−1

)

= O(||S−1
0 ||∞)

(B.41)

from each component of Z ′S−1
0 C ′

0Z = O(n||S−1
0 ||∞) by Lemma 4(d) and Z ′Z ∼ n. Rearranging terms

we obtain

∂Lp(θ20)

∂λ
=− 2

y′C ′
0MZS0y

y′S′
0MZS0y

+
2

n
tr
(

S−1
0 C0

)

=− 2

n

(

ǫ′ǫ
n

)−1(

ǫ′
(

S−1′
0 C ′

0 −
I

n
tr(C0S

−1
0 )

)

ǫ+ β′0Z
′S−1

0 C ′
0MZǫ

)

+Op

( ||S−1
0 ||∞
n

)

= Op

(

max

(

||S−1
0 ||1/2∞
n1/2

,
||S−1

0 ||∞
n1/2

))

+Op

( ||S−1
0 ||∞
n

)

, (B.42)

where both terms in the max(·, ·) contribute as long as γ = 0 and the second one dominates for γ > 0.

The remainder Op

(

||S−1
0 ||∞/n

)

vanishes as long as γ < 1 and it is dominated by the leading term,

which is Op(||S−1
0 ||∞/

√
n), ∀γ ∈ [0, 1]. Thus, using (ǫ′ǫ/n) = σ20+Op(1/

√
n), for γ = 0, (B.42) becomes

∂Lp(θ20)

∂λ
= − 2

nσ20

(

ǫ′
(

S−1′
0 C ′

0 −
I

n
tr(C0S

−1
0 )

)

ǫ+ β′0Z
′S−1

0 C ′
0MZǫ

)

+Op

(

1

n

)

, (B.43)

while for 0 < γ ≤ 1 we get

∂Lp(θ20)

∂λ
= − 2

nσ20
β′0Z

′S−1
0 C ′

0MZǫ+Op

(

( ||S−1
0 ||∞
n

)1/2
)

. (B.44)
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Similarly, for j = 1, ....k and under Assumption 10

∂Lp(θ20)

∂wj
=− 2λ0

y′C ′
j,0MZS0y

y′S′
0S0y

+
2λ0
n
tr
(

S−1
0 Cj,0

)

=− 2

n

(

ǫ′ǫ
n

)−1(

ǫ′
(

S−1′
0 C ′

j,0 −
I

n
tr(Cj,0S

−1
0 )

)

ǫ+ β′0Z
′S−1

0 C ′
j,0MZǫ

)

+Op

( ||S0||−1
∞

n

)

= Op

(

max

(

||S−1
0 ||1/2∞
n1/2

,
||S−1

0 ||∞
n1/2

))

+Op

( ||S−1
0 ||∞
n

)

, (B.45)

which becomes

∂Lp(θ20)

∂wj
= − 2

nσ20

(

ǫ′
(

S−1′
0 C ′

j,0 −
I

n
tr(Cj,0S

−1
0 )

)

ǫ+ β′0Z
′S−1

0 C ′
j,0MZǫ

)

+Op

(

1

n

)

(B.46)

for γ = 0, and

∂Lp(θ20)

∂wj
= − 2

nσ20
β′0Z

′S−1
0 C ′

j,0MZǫ+Op

(

( ||S−1
0 ||∞
n

)1/2
)

(B.47)

for 0 < γ ≤ 1. �

Lemma 9. Under Assumptions 1-11,

1

||S−1
0 ||2∞

∂2Lp(θ20)

∂θ2∂θ′2

p→ D0 > 0, (B.48)

where the elements of D0 are given in (A.12), (A.13) and (A.14).

Proof of Lemma 9. Let, as usual, S = S(θ2), with the same notation for similar quantities. Using

standard algebra we derive

1

||S−1
0 ||2∞

∂2Lp(θ20)

∂λ2
=

2

||S−1
0 ||2∞

y′C ′
0MZC0y/n

y′S′
0MZS0y/n

− 4

||S−1
0 ||2∞

(y′C ′
0MZS0y/n)

2

(y′S′
0MZS0y/n)2

+
2

n||S−1
0 ||2∞

tr
(

(S−1
0 C0)

2
)

(B.49)

1

||S−1
0 ||2∞

∂2Lp(θ20)

∂wi∂wj
=− 2λ0

||S−1
0 ||2∞

y′C ′
ij,0MZS0y/n

y′S′
0MZS0y/n

+
2λ20

||S−1
0 ||2∞

y′C ′
j,0MZCi,0y/n

y′S′
0MZS0y/n

− 4λ20
||S−1

0 ||2∞
y′C ′

j,0MZS0yy
′C ′

i,0MZS0y/n

(y′S′
0MZS0y/n)2

+
2λ0

n||S−1
0 ||2∞

tr
(

S−1
0 Cij,0

)

+
2λ20

n||S−1
0 ||2∞

tr
(

S−1
0 Ci,0S

−1
0 Cj,0

)

(B.50)
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and

1

||S−1
0 ||2∞

∂2Lp(θ20)

∂wi∂λ
=− 2

||S−1
0 ||2∞

y′C ′
i,0MZS0y/n

y′S′
0MZS0y/n

+
2λ0

||S−1
0 ||2∞

y′C ′
0MZCi,0y/n

y′S′
0MZS0y/n

+
4λ0

||S−1
0 ||2∞

y′C ′
0MZS0yy

′C ′
i,0MZS0y/n

2

(y′S′
0MZS0y/n)2

+
2

n||S−1
0 ||2∞

tr
(

S−1
0 Ci,0

)

+
2λ0

n||S−1
0 ||2∞

tr
(

S−1
0 Ci,0S

−1
0 C0

)

. (B.51)

The denominator in (B.49), (B.50) and (B.51) is

1

n
y′S′

0MZS0y =
1

n
ǫ′MZǫ = σ20 +Op

(

1

n

)

(B.52)

We focus on (B.49), although the same argument can be applied to (B.50) and (B.51). The numerator

of the first term in (B.49) is

2

n||S−1
0 ||2∞

y′C ′
0MZC0y =

2

n||S−1
0 ||2∞

(

ǫ′S−1′
0 C ′

0MZC0S
−1
0 ǫ+ β′0Z

′S−1′
0 C ′

0MZC0S
−1
0 Zβ0

)

+
4

n||S−1
0 ||2∞

ǫ′S−1′
0 C ′

0MZC0S
−1
0 Zβ0

=
2

n||S−1
0 ||2∞

(

ǫ′S−1′
0 C ′

0MZC0S
−1
0 ǫ+ β′0Z

′S−1′
0 C ′

0MZC0S
−1
0 Zβ0

)

+Op

(

1√
n

)

,

(B.53)

where the last equality follows from Lemma 2, Lemma 4(a) and Lemma 4(b). Furthermore, the first

term at the RHS of the last displayed expression is

2

n||S−1
0 ||2∞

ǫ′S−1′
0 C ′

0MZC0S
−1
0 ǫ =

2

n||S−1
0 ||2∞

ǫ′S−1′
0 C ′

0C0S
−1
0 ǫ− 2

n||S−1
0 ||2∞

ǫ′S−1′
0 C ′

0Z(Z
′Z)−1ZC0S

−1
0 ǫ

=
2

n||S−1
0 ||2∞

ǫ′S−1′
0 C ′

0C0S
−1
0 ǫ+Op

(

1

n

)

. (B.54)

where the last equality follows from an argument similar to that applied to derive (B.41). Therefore,

the numerator of first term in (B.49) can be written as

2

n||S−1
0 ||2∞

y′C ′
0MZC0y =

2

n||S−1
0 ||2∞

(

ǫ′S−1′
0 C ′

0C0S
−1
0 ǫ+ β′0Z

′S−1′
0 C ′

0MZC0S
−1
0 Zβ0

)

+Op

(

1√
n

)

,

(B.55)

with the first term being Op(1/||S−1
0 ||∞) by Lemma 2(b), and the second term being Op(1) by Lemma

4(a). Thus, it is only when γ = 0 that the first term in the last displayed equation does not vanish
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and, for n→ ∞4, by Lemma 3,

2

n||S−1
0 ||2∞

y′C ′
0MZC0y →

p
lim
n→∞

2σ20
n||S−1

0 ||2∞
tr
(

S−1′
0 C ′

0C0S
−1
0

)

+ lim
n→∞

2

n||S−1
0 ||2∞

β′0Z
′S−1′

0 C ′
0MZC0S

−1
0 Zβ0.

(B.56)

When γ > 0, as n→ ∞,

2

n||S−1
0 ||2∞

y′C ′
0MZC0y →

p
lim
n→∞

2

n||S−1
0 ||2∞

β′0Z
′S−1′

0 C ′
0MZC0S

−1
0 Zβ0. (B.57)

By combining (B.52) and (B.56)/(B.57), we conclude that the first term in (B.49) is Op(1) and it

converges to

lim
n→∞

2

n||S−1
0 ||2∞

tr
(

S−1′
0 C ′

0C0S
−1
0

)

+ lim
n→∞

2

n||S−1
0 ||2∞σ20

β′0Z
′S−1′

0 C ′
0MZC0S

−1
0 Zβ0 for γ = 0 (B.58)

and

lim
n→∞

2

n||S−1
0 ||2∞σ20

β′0Z
′S−1′

0 C ′
0MZC0S

−1
0 Zβ0 for γ > 0. (B.59)

Under Assumptions 6 and 10, the square root of the numerator of second term in (B.49) involves

1

n||S−1
0 ||∞

y′C ′
0MZS0y =

1

n||S−1
0 ||∞

ǫ′S−1′
0 C ′

0ǫ−
1

n||S−1
0 ||∞

ǫ′S−1′
0 C ′

0Z(Z
′Z)−1Z ′ǫ+Op

(

1√
n

)

,

where the last displayed equality follows since

1

n||S−1
0 ||∞

ǫ′S−1′
0 C ′

0ǫ = Op

(

1

||S−1
0 ||∞

)

by Lemma 2(a), (B.60)

1

n||S−1
0 ||∞

ǫ′S−1′
0 C ′

0Z(Z
′Z)−1Z ′ǫ = Op

(

1

n

)

by (B.41), (B.61)

and
1

n||S−1
0 ||∞

β′0Z
′S−1′

0 MZǫ = Op

(

1√
n

)

by Lemma 4(c).

Therefore, as n→ ∞, by Lemma 5,

1

n||S−1
0 ||∞

y′C ′
0MZS0y →

p
lim
n→∞

σ20
n||S−1

0 ||∞
tr
(

S−1′
0 C ′

0

)

for γ = 0 (B.62)

4Note that the term in ||S−1
0 ||2∞ = O(1) for γ = 0, but it is retained to deal with both cases in a unified approach.
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and
1

n||S−1
0 ||∞

y′C ′
0MZS0y →

p
0 for γ > 0. (B.63)

Collecting (B.49), (B.52) and (B.62)/(B.63), the second term in (B.49) is Op(1) for γ = 0 and it

converges to

lim
n→∞

4

n2||S−1
0 ||2∞

tr2(C0S
−1
0 ), (B.64)

while it is op(1) for γ > 0.

A similar argument follows for the third term of (B.49), since, by Lemma 4(f), tr
(

(S−1
0 C0)

2
)

=

Op(n||S−1
0 ||∞) and thus

1

n||S−1
0 ||2∞

tr
(

(S−1
0 C0)

2
)

= O

(

1

||S−1
0 ||∞

)

, (B.65)

which is Op(1) for γ = 0 and vanishes otherwise.

Thus, collecting (B.58)/(B.59), (B.64) and (B.65), and by standard algebra, we obtain,

1

||S−1
0 ||2∞

∂2Lp(θ̄2)

∂λ2
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n→∞

1
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)
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n→∞
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0 Zβ0

σ20n||S−1
0 ||2∞

, (B.66)

with the first term vanishing for γ > 0.

In order to avoid repetition we omit a similar argument for (B.50) and (B.51) and by standard

algebra of quadratic forms in i.i.d. random variables, we obtain

1
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0 ||2∞
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(B.67)

where all terms contribute for γ = 0 and only the last one does not vanish if γ > 0. Also,

1
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(B.68)

where again all terms contribute for γ = 0 and only the last one does not vanish if γ > 0.

Thus, the elements of D0 reduces to D̃0 in (A.15) if γ > 0 in (2.8). �
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Lemma 10. Under Assumptions 1-11,

1

||S−1
0 ||2∞

∂3Lp(θ̄2)

∂θ32
= Op(1) (B.69)

Proof of Lemma 10. We present in detail the argument for ∂3L(θ̄2)/∂λ3, although a similar argument

follows for the remaining derivatives under Assumption 10. By standard algebra, we derive

1

||S−1
0 ||2∞
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∂λ3

=
1
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0 ||2∞
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(
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)3

+
4
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tr
(

(S̄−1C̄)3
)

(B.70)

From (2.3) and from Lemmas 2(b), 4(a) and 4(b), the quadratic forms in y at numerator and denom-

inator appearing in first three terms at the rhs of (B.70) are Op(n||S−1
0 ||∞), such that the first three

terms of (B.70) are Op(1/||S−1
0 ||∞). The last term in (B.70) is Op(1) from Lemma 4(g).�

Proof of (A.34)

We start by showing (A.34) by proving, equivalently,

n
∑

i=1

E
(

v2i |ǫj , j < i
)

− ζ ′Ω−1/2ΩΩ−1/2ζ →
p
0, (B.71)

which is
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1
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′
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)
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=
4
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0 ||2∞
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ij

+ µ
(3)
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∑

i

(

ψii −
1

n

∑

t

ψtt

)

∑

j<i

ψ′
ijǫj



Ω−1/2ζ

+
4

n||S−1
0 ||2∞

ζ ′Ω−1/2



σ20
∑

i

∑

j

∑

t<i

β′0zj(φijψ
′
it + ψitφ

′
ij)ǫt



Ω−1/2ζ →
p
0.

Since Ω = O(1) as n increases and it is non singular in the limit under Assumption 11, we need to
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show (for a typical element of the following matrices) that

1

n||S−1
0 ||2∞



σ20
∑

i
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j<i

ψijǫj
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j<i

ψijǫj





′

− σ40
∑

i
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j<i

ψijψ
′
ij



→
p
0, (B.72)

and
1

n||S−1
0 ||2∞

µ
(3)
0

∑

i

(

ψii −
1

n

∑

t

ψtt

)

∑

j<i

ψ′
ijǫj →p 0 (B.73)

and
σ20

n||S−1
0 ||2∞

∑

i

∑

j

∑

t<i

β′0zj(φijψ
′
it + ψitφ

′
ij)ǫt →p 0 (B.74)

We begin by showing (B.72). We consider the typical elements of the lhs of (B.72)

σ20
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0 ||2∞
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i

∑
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ψ2
sij(ǫ

2
j − σ20) +

∑

i

∑

j,k<i

j 6=k

ψsijψsikǫjǫk











, s = 1, ....., k + 1, (B.75)

and
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0 ||2∞
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i
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ψsijψtij(ǫ
2
j − σ20) +

∑

i

∑

j,k<i

j 6=k

ψsijψtikǫjǫk











, s, t = 1, ..., k + 1, s 6= t. (B.76)

The first term in (B.75) has mean zero and variance bounded by

K

n2||S−1
0 ||4∞

∑

i

∑

k

∑

j<i,k

ψ2
sijψ

2
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K
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ψ2
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∑
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ψ2
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, (B.77)

where the last equality follows from Lemma 4(f), since

∑

k

∑

j

ψ2
skj =

1

4
tr((C0S

−1
0 + S−1′

0 C ′
0)

2), or
∑

k

∑

j

ψ2
skj =

1

4
tr((Cj,0S

−1
0 + S−1′

0 C ′
j,0)

2) j = 1, ....k,

(B.78)
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and letting ej to denote the n× 1 vector with 1 in the j−th position and zero elsewhere,

∑

i

ψ2
sij = e′jΨ

2
sej ≤ ||Ψs||2 = O(||S−1

0 ||2∞). (B.79)

By Markov’s inequality, for each 0 ≤ γ ≤ 1 in (2.8), the first term in (B.75) is op(1).

The second term in (B.75) has again mean zero and variance bounded by
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)

, (B.80)

again from Lemma 4(f) and since, for s = 1, ...., k + 1, ||Ψs||∞ = O(||S−1
0 ||∞). For each 0 ≤ γ ≤ 1, we

conclude that the second term in (B.75) is op(1).

The proof that (B.76) is op(1) is virtually identical and it is omitted to avoid repetitions. We prove

(B.73) by observing that the the typical element at the lhs of (B.73) is

1

n||S−1
0 ||2∞

µ
(3)
0

∑

i

ψ̃sii

∑

j<i

ψtijǫj , s, t = 1, ...., k + 1, (B.81)

where

ψ̃sii = ψsii −
1

n

∑

t

ψstt. (B.82)

The term in (B.81) has mean zero and variance bounded by
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, (B.83)
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where the last equality follows since

∑

i

ψ̃2
sii ≤

∑

i

∑

j

ψ̃2
sij = tr(Ψ̃2

s) = tr

(

(
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I

n
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)

= O
(

max(n, n||S−1
0 ||∞)

)

= O(n||S−1
0 ||∞),

(B.84)

from Lemma 4(e) and Lemma 4(f). Thus, for all 0 ≤ γ ≤ 1 the term in (B.73) is thus op(1).

We finally need to show (B.74) for a typical element, i.e. we consider

σ20
n||S−1

0 ||2∞

∑

i

∑

j

∑

t<i

β′0zjφsijψvitǫt for s, t = 1, ...., k + 1. (B.85)

The latter has mean zero and variance bounded by
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(B.86)

where the last equality follows since from Lemma 1 and basic norm inequalities, we have

||Ψv||∞ = O(||S−1
0 ||∞) ||Φs||∞ = O(||S−1

0 ||∞) for s, v = 1, ...., k + 1. (B.87)

By Markov’s inequality (B.74) holds, concluding the proof of (A.34). �

Proof of (A.35)

We prove (A.35) by showing the sufficient Lyapunov condition

∑

i

E|vi|2+δ → 0, for some δ > 0 (B.88)

and showing, for a typical standardized element of ui, s = 1, ...., k + 1,
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→ 0. (B.89)
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We have, by the cr inequality,
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The first term of (B.90) is

(
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since the second factor is O(1), given (B.8) and Lemma 4(e), and the third factor is O(n||S−1
0 ||∞) from

(B.84).

The second term in (B.90), by the Burkholder and Von Bahr/Esseen inequality, is bounded by
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using (B.78), Lemma 4(f) and (B.79).

We show that the third term in (B.90) is o(1) by observing that, under Assumption 7,
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and thus the third term in (B.90) is bounded by
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(B.94)

where the last equality follows from an argument identical to that used to derive (B.78) and (B.79),

using again Lemma 4(f). �
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